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The One-Dimensional Analysis of 
Oscillatory Heat Transfer in a Fin 
Assembly 
Studies of the transient heat transfer within extended surfaces have so far considered 
the fins in isolation. The isolated fin model is not representative of the physical 
boundary conditions within an extended surface heat exchanger since it does not 
account for the thermal effects of the supporting interface. The aim of this study 
is to extend the work on transient heat transfer within finned surfaces by incor
porating the supporting wall in the problem. A mathematical one-dimensional so
lution for harmonic oscillatory heat transfer in a fin assembly is derived. It is 
concluded that, unlike steady-state situations, the transient heat transfer in a fin 
assembly can only be found by considering both the wall and the fins simultaneously. 

Introduction 
Studies of the transient heat transfer within extended sur

faces have so far considered the fins in isolation, e.g., Yang 
(1972), Aziz (1975), Suryanarayana (1975), Chu et al. (1983), 
Ju et al. (1989), and Houghton et al. (1990), and so far no 
attempt has yet been made to include the supporting interface 
(wall) in the problem. For the case of steady-state heat transfer, 
there have been numerous investigations of both the isolated 
fin and the complete assembly of fins and wall, e.g., Heggs 
and Stones (1980a), Manzoor et al. (1981,1982a, 1982b, 1983). 
For the one-dimensional approximation of the assembly, it has 
been shown rigorously by Manzoor et al. (1983) that the results 
for isolated fins can be combined with the wall heat transfer 
by the " sum of resistances'' method. This approach is currently 
the design technique using the fin efficiency concept, i.e., ratio 
of the heat flow through the isolated fin to the heat flow if 
all the fin surface was at the base temperature of the isolated 
fin. The heat flow through the fin is calculated by considering 
either the heat flux through the base of the fin, or the heat 
flow from or to the fin surfaces exposed to the surrounding 
environment. Both of these values will be identical for steady-
state conditions. 

Investigations have been performed for harmonic oscillatory 
heat transfer in an isolated fin. An oscillatory temperature was 
applied at the base of the fin (Yang, 1972; Aziz, 1975; Hough
ton et al., 1990). Yang and Aziz evaluated the rate of heat 
transfer from the fin surface in terms of the temperature gra
dient at the base. However, this rate at any particular time is 
not equal to the rate of heat transfer from the fin surface at 
the same point in time; see Houghton et al. (1990). The in
tegrated point rates of heat transfer over a complete cycle at 
the base and from the fin surface will be equal as in the case 
of the steady-state but not the point rates. The authors have 
presented results for the temporal variation of the fin heat 
transfer for a rectangular fin (see Houghton et al., 1990), 
subjected to an oscillatory temperature applied to the base. It 
is not possible to define and evaluate a fin efficiency using the 
steady-state definition, because the base temperature is oscil
latory. The heat flow through the fin oscillated but the fre
quency and amplitude were different from those of the 
oscillatory temperature at the base. The differences depended 

upon the fin dimensions as well as the thermal properties of 
the fin: thermal diffusivity, thermal conductivity, and the fin 
heat transfer coefficient. 

The aim of this present study is to extend the previous in
vestigation so that the complete assembly of fins and sup
porting wall is considered. Additionally the oscillatory 
temperature is now that of the fluid in contact with the un-
finned side of the supporting wall, and account is taken of the 
convection from the fluid to the wall. 

Assumptions and Model 
Consider a fin surface assembly comprising equally spaced, 

rectangular fins attached to a plane wall. It is only necessary 
to examine the section OABCDEO of the assembly due to 
geometric symmetry and this is shown pictorially in Fig. 1. 
The following assumptions are made: 

1 The materials of the fins and walls are isotropic and have 
constant, but possibly different, physical properties. 

2 There is perfect contact between the wall and the fins. 
3 The heat transfer coefficients at the wall and over the 

fin surface are constant. 

h , T 
l l 
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Fig. 1 Fin assembly geometry 
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4 The transverse variation of the temperature distribution 
within the wall and fin is negligible. 

The surrounding temperature, T\, on the side of the unfinned 
wall, oscillates around a mean temperature, T„„ which is greater 
than the surrounding temperature on the side of the finned 
side, T2, and is described by the equation: 

dw = dwX{X)+ewl(X,r) 

7 ,
1 - 7 ' m = ( r m - r 2 ) i 4 c o s ( < o 0 (1) 

where A is the dimensionless amplitude parameter and co/2ir 
is the frequency of the temperature distribution. 

Mathematical Analysis 
In dimensionless form the governing equations and bound

ary conditions are as follows: 

Within the wall region 

Within the fin 

At X=0 

region 

dx2 

dX2 dr 

a 3T 

AtX=L, 

and 

AtX=L3 

3 f l 

- ^ = B i , ( ^ - l - ^ c o s (Br)) 
oX 

^KDB^„D)m„ 

dX 2f 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

where N2 = h2P
2/dkf. 

After a large number of cycles it may be assumed that the 
assembly has reached a pseudo-cyclic steady state and a so
lution may be obtained by considering the wall and fin tem
peratures, to comprise the sum of a steady component and an 
oscillatory component, i.e., 

and 

(8) 

(9) ef=en{X)+en(x,T) 
Applying the steady-state components 8wi (X) and 0/i (X) 

of Eqs. (8) and (9) to the set of Eqs. (2)-(7) results in a new 
set of equations, which is identical except for Eq. (4), which 
becomes: 

AtX=0 
ddw\ 

dX 
= Bi lVivl • 1) 

This set of equations can be readily solved to give: 

6W\ — 0\X+ 82 

and 

dn = ft cosh [N(L3-X)] + ft sinh [N(L3 

</>2</>4 

•X)] 

ft = Bi, [Li + l + Bi ,Li -
2V»3 

Dfr 

f i=Bi , ( f 2 - l ) 

ft = (ft4>3 + B i ^ / Z t y , 

ft = Bi2ft/Af 

</>,=A'sinh (7VX2)+Bi2 cosh (NL2) 

Bi2 

<fe = cosh (A?L2)+--^sinh (NL2) 

4>3 = Bi2 (D - 1) (Bi,/,! + 1) - Bi,/« 

4>4=l/K + Bi2L,(l-Z)) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

To find the solution for the oscillatory components 8w2 (X, 
T) and dp.(X, T) of Eqs. (8) and (9), it is assumed that they 
can be written in the form: 

ew2(X, T) = Re(AiPw(X)eiBT) =A[Re(iw)cos(Br) 
-7m(^ lv)sin(fiT)] (21) 

eA(X, T) = Re(Aif(X)eiBT) = A[Re(iPf)cos(BT) 
-Im(if)sm(BT)] (22) 

Applying Eqs. (21)and(22) to thesetof Eqs. (2)-(7) provides 
a further set of equations and boundary conditions, which may 
be formulated for the functions \j/w and i/yand solved to give: 

1^ = 01 cosh [ ,* (£ , -*) ]+ |8 2 sinh [ix(L,-X)] (23) 

\fif=B3 cosh [\(L3-X)]+pA sinh [\(L3-X)] (24) 

in which 

N o m e n c l a t u r e 

A = 

B = 

Bi, = 
Bi2 = 
cp = 
d = 

D = 

F = 

hi = 

k = 

dimensionless amplitude pa
rameter 
dimensionless frequency pa
rameter = taPVa^ 
Biot number = hxP/kw 

Biot number = h2P/kf 

specific heat capacity 
half-fin thickness 
dimensionless half-fin thick
ness = d/P 
instantaneous augmentation 
factor 
heat transfer coefficient on the 
side of the unfinned wall 
heat transfer coefficient on the 
side of the finned wall 
thermal conductivity 

/. 
h 
u 
L2 

L3 

N 

P 
Q 

t 
T 

Ti 

T2 

T,„ 

= wall thickness 
= fin length 
= dimensionless wall thickness 

= h/P 
= dimensionless fin length = l2/P 
= Lx+L2 

= dimensionless fin parameter 
= (/!2P2/rf/t/)

1/2 = (Bi2/JD)1/2 

= half-fin spacing 
= heat flow rate per unit depth 
= time 
= temperature 
= ambient temperature at the side 

of the unfinned wall 
= ambient temperature at the side 

of the finned wall 
= a constant mean temperature 

x = 
X = 

<*w = 

af = 
a = 
e = 

K = 

p = 
T = 

CO = 

coordinate 
dimensionless displacement 
= x/P 
wall thermal diffusivity 
fin thermal diffusivity 
ratio = a//a,v 

dimensionless temperature 
= (T-T2)/(Tm~T2) 
ratio = kf/k„ 
density of wall or fin material 
dimensionless time = aJ/P2 

angular frequency of the am
bient temperature oscillation /, 

Subscripts 
/ = 
w = 

fin 
wall 
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/33 = Bi1/(fi,n3 + fi2fi5)) /3, = /3303, (32 = fi5(33, 

/34 = Bi2/33A, 

fi! = Bii cosh (nL[) +n sinh 0*Li), 

02 = 31! sinh (ftZ1) + lu cosh (/*Z,i), 

Bi2 Q3 = cosh (XL2) + — sinh (XL2), 
A 

Bi2 Q4 = sinh (\L2) + — cosh (XL2), 
A 

0 5 = - (Z>A04 + (l-.D)Bi2Q3)> n2 = iB, \2 = N2 + —. 

>(25) 

ix-u* +iu*, \ = u + iv, u* = 

1/2' 

u = Ni\N4+{B/a)1 

Af2 |7V4+(JS/a) : 

Fin Assembly Heat Transfer Rate 

The instantaneous heat flow through the fin assembly is 
obtained by calculation of the point rate of heat flow by con
vection from the fin-side surfaces. This is expressed in non-
dimensional form as follows: 

+ 6fdX+ 6f(X=L3)dY (26) 
''Li Jo 

(27) 

= (l-D)[tfiLl + &)+A cos (BT)Re(^) 

-A sin (BT)Im(Pi)] 

+ ̂ f3 sinh (NL2) + f4(cosh NL2) - 1)] 

+A cos (Br)Re(C) ~A sin (Br)Im(C) 

+ f3Z) + AD(Re(|33)cos ( 5 T ) 

-Im(P3) sin (5r ) sin (5 r ) ) 

where 

C= [ft sinh (XZ,2) + ft(cosh (XZ2) - 1]/X (28) 

Results and Discussion 

It is more convenient to represent the results in the form of 
an instantaneous augmentation factor (Heggs et al., 1980a, 
1980b), which is a direct indication of the advantage of adding 
fins to a surface in order to augment the heat transfer. This 
is defined as the ratio of the heat flow through the assembly 
to the steady-state heat flow through the plain wall. This is 
obtained from the dimensionless heat flow rate Eqs. (26) and 
(27) as follows: 

(29) 

where 

F=qh2/U 

i_JL A. 1 
U h{ k„ h2 

(30) 

Values of the instantaneous augmentation factor have been 
obtained for a wide range of heat transfer coefficients h\ and 
h2, oscillatory parameters A and a>, and fin assembly dimen
sions. Results are presented here, showing variations of F a s 

5.25 

4.20 

3.15 

2.10 

1.05 

M10 5 

A=0.25 

A*0. 00 

B-
2TT 

Fig. 2 Effect of heat transfer coefficient at unfinned wall, h, 

a function of Br, for the dimensions of Integron High-Fin 
Tubing, i.e., Lx =0.888, L2 = 7.63, £> = 0.555, and 
P = 1 . 3 5 x l O " 3 m . The wall material was steel [k= 15 W/mK 
and a = 0,5x 10"5 m2/s], the fin material was copper [A: = 386 
W/mK and a= 11.234x 10"5 m2/s] and the frequency, w, was 
taken to be 0.5. 

The heat transfer rate from the fin-side surfaces, and there
fore F, consists of a steady component, which is independent 
of A, and an oscillatory component, which is dependent upon 
A. The heat flux oscillates periodically around a mean value, 
which is the heat transfer rate at steady state. The amplitude 
of the heat flow oscillation increases with A. 

The effect on F produced by varying the heat transfer coef
ficient at the unfinned wall, hu is shown in Fig. 2 for h2 = 103 

W/m2K and /j, = 105, 104, and 103 W/m2K. The value of Fand 
the amplitude of the oscillation both increase as h\ increases. 
Also as hi increases, the phase difference between the oscil
lation of F and the oscillation of the temperature T\ on the 
side of the unfinned wall decreases. 

In Fig. 3 the effect produced on Fby varying the heat transfer 
coefficient at the finned surface, h2, is illustrated. For this 
figure hi = 103 Wm2/K and h2= 103, 102, and 10 W/m2K. Al
though the value of the instantaneous heat transfer rate from 
the fin-side surfaces, q, increases with increasing values of h2, 
the opposite effect can be seen to occur for F, thus indicating 
that the addition of the fins has a more beneficial effect on 
the heat transfer rate through the assembly for larger values 
of the ratio hi/h2. 

The effect of varying the angular frequency, co, is illustrated 
in Fig. 4 in which variations of F a r e presented as a function 
of r and where h{ = 105 W/m2K and h2= 103 W/m2K. As in 
the case of oscillatory heat transfer in the isolated fin (Hough
ton et al., 1990), the amplitude of the heat flux oscillation is 
greatly affected by o>, increasing as oi decreases. At a fixed 
time, r, as w—0 the heat flow rate approaches a constant value. 
This is because as co—0 the surrounding temperature at the 
unfinned wall, Ty approaches a constant value, i.e., 

Ti-Tm + A(Tm-T2) a s u - 0 

and this new constant temperature is greater than the mean 
temperature Tm. 
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Fig. 6 Effect of half-fin thickness d on F 

Increasing the fin length, L2, increases the surface area avail
able for heat transfer by convection. This corresponds to an 
increase in the instantaneous heat transfer rate and therefore 
F, as L2 increases. As Z,2~~ °° the heat oscillations of .Fconverge 
to a single oscillation. This is illustrated in Fig. 5. Here hx = 105 

W/m2K and h2 = 103 W/m2K. 
The effect produced on Fby varying the half-fin thickness, 

d, is illustrated in Fig. 6, where h^ = 105 W/m2K and h2= 103 

W/m2K. The steady component of F increases with increasing 
D ( = d/P) but the amplitude of the oscillation of F decreases 
with increasing values of D, 

Due to the thermal heat capacities of the wall and fin ma
terials, the forcing function of temperature at the side of the 
unfinned wall is damped, resulting in the amplitude of the fin-
side surface heat flux being considerably smaller than the heat 
flux at the unfinned wall. The damping effect of both the wall 
and the fin is illustrated in Fig. 7 in which the heat flux from 
the fin-side surfaces and the heat flux at the unfinned wall are 
presented together. This damping effect is greater for larger 
frequencies, u. For steady-state heat transfer the heat flow 
rate at the unfinned wall is equal to the heat flow rate from 
the fin-side surfaces. 
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Fig. 7 Damping effect of wall and fin 

The results present in this paper have been chosen so as to 
represent the important phenomena. Numerous other calcu
lations have been performed by the authors and these may be 
obtained from the authors. 

Conclusions 
A one-dimensional analytical solution has been developed 

to determine the oscillatory heat transfer in a fin assembly 
comprising equally spaced rectangular fins. As in the case of 
oscillatory heat transfer in the isolated fin (see Houghton et 
al., 1990), the heat flow rate by convection from the fin-side 
surfaces is found to oscillate periodically about a mean value, 
which is the heat flow rate at steady state. 

For the isolated fin subjected to an oscillating base tem
perature, which was investigated by Houghton et al. (1990), 
it was found that the instantaneous heat flow rate from the 
fin surface increased with increasing heat transfer coefficient, 
increasing fin length, and fin thickness. Varying A and the 
angular frequency of the base temperature oscillation, co, greatly 
affects the amplitude of the heat flow oscillation, which be
comes greater with larger values of A and smaller values of B 
( = «/*/«„). 

Similar results have been found for the case of oscillatory 
heat transfer in a fin assembly. The instantaneous heat flow 
rate by convection from the fin-side surfaces is found to os

cillate periodically about a mean value, which is the fin as
sembly steady-state heat flow rate. For a fixed value of the 
fin spacing, the heat flow rate increased in magnitude with 
greater values of the heat transfer coefficients and larger fin 
lengths. The greatest augmentation of the heat transfer through 
the assembly occurs for larger values of the ratio hi/h2. The 
amplitude of the heat flow oscillation is again greatly affected 
by varying the amplitude, A, and the angular frequency of the 
ambient temperature oscillation, increasing with increasing 
values of A and decreasing values of «. Considerable damping 
of the heat flow was found to occur due to the presence of 
the wall and fin. The damping is greater than that observed 
in the single fin. 

For transient heat transfer in a fin assembly the "sum of 
resistances" method is no longer applicable due to the effects 
of the thermal capacities of the wall and the fin. Hence the 
heat transfer rate for transient heat transfer in a fin assembly 
can only be found by considering the wall and fins simulta
neously, i.e., as a complete assembly. 
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Finite Element Formulation for 
Two-Dimensional Inverse Heat 
Conduction Analysis 
This paper presents a finite element algorithm for two-dimensional nonlinear inverse 
heat conduction analysis. The proposed method is capable of handling both unknown 
surface heat flux and unknown surface temperature of solids using temperature 
histories measured at a few discrete point. The proposed algorithms were used in 
the study of the thermofracture behavior of leaking pipelines with experimental 
verifications. 

1 Introduction 
In contrast to the direct heat conduction analysis in which 

the temperature history of the interior of a solid is evaluated 
by satisfying a set of specified boundary conditions, the inverse 
heat conduction analysis determines the transient surface tem
perature or heat flux across the surface using temperature 
histories specified, or measured at certain discrete points in 
the solid. The temperature or heat flux at the surfaces of the 
solid so determined would then be used as the necessary bound
ary condition for the computation of temperature field in the 
entire solid, including those on the boundary surfaces, by means 
of conventional heat conduction analysis. Generally speaking, 
the inverse heat conduction analysis provides the user with a 
great advantage in many experimental investigations in which 
direct measurements of surface conditions are not possible. 

Various solution methods have been published to handle the 
inverse heat conduction problems. These solution methods 
include graphic (Hartee, 1952), polynomial (Hills and Mul-
holland, 1979; Frank, 1963; Mulholland et al., 1975; Arledge 
and Haji-Sheikh, 1977), Laplace transform (Krzystof et al., 
1981), exact solution (Stolz, 1960; Sparrow et al., 1964; Burg-
graf, 1964; Deverall and Channapragada, 1966; Koveryanov, 
1967), dynamic programming (Trujillo, 1978; Busby and Tru-
jillo, 1985), finite difference (Beck, 1970; Fidelle and Zins-
meister, 1968; D'Souza, 1975) and finite element methods 
(Krutz et al., 1978; Bass, 1980). Almost all these methods are 
restricted to one-dimensional analysis. 

There are generally two approaches for the inverse heat 
conduction analysis. These are: (1) to find the unknown surface 
heat flux, and (2) to determine the unknown surface temper
ature. While most of the proposed inverse techniques are ap
plicable for the prediction of the surface heat flux, a few 
methods (Hills and Mulholland, 1979; Imber, 1974) can be 
used to determine the surface temperature. 

In practice, algorithms developed to determine surface tem
perature in a one-dimensional analysis can readily lead to the 
solution of heat flux, or vice versa, as these two quantities can 
be correlated by a single Fourier law of heat conduction. This 
simple correlation, however, ceases to exist for multidimen
sional cases. Formulations derived for the determination of 
vectorial quantities such as heat flux cannot be used to deter
mine the corresponding surface temperature without additional 
conversion as temperature is a scalar quantity. Likewise, the 
inverse heat conduction formulations derived for the surface 
temperature cannot be readily correlated to the surface heat 
flux for the same reason. The situation can be better illustrated 

by examining a hypothetical case related to a two-dimensional 
heat conduction problem as depicted in Fig. 1. The solid with 
a semicircular geometry has its curved surface thermally in
sulated while the temperature at the straight boundary is main
tained at a uniform temperature. It is entirely conceivable that 
the corresponding heat flux across various parts of this bound
ary has different magnitudes. Correlation between the surface 
temperature to the corresponding heat flux vectors is much 
more complicated than that in the one-dimensional analysis. 
Separated formulations for these two quantities in two-di
mensional geometries thus become necessary (Hensel, 1986). 

This paper presents two unified finite element algorithms 
for the solution of general two-dimensional nonlinear inverse 
heat conduction analysis. One algorithm was derived on the 
basis of boundary heat flux while the other on the surface 
temperature. In some way this method may be perceived as 
an extension of Beck's method (Beck et al., 1982). Either 
algorithm is capable of evaluating both surface heat flux and 
surface temperatures. The mathematical framework of this 
method is so general that a variety of inverse heat conduction 
problems involving solids of planar and axisymmetric geom
etries can be treated. Other inherent complexities such as ma
terial nonlinearity and the number and locations of the data 
points have all been included in the algorithm. 

A numerical example is included to demonstrate the appli
cation of the algorithm. This application relates to the deter
mination of the temperature of the surfaces of a crack in a 
leaking pipe using measured temperature at five nearby lo
cations. The computed temperature drop on the crack surfaces 
was then used to assess the temperature field in the pipeline 
near the crack tip. The resulting temperature distribution was 
then used to assess the thermofracture behavior of the leaking 
pipeline. 

2 Determination of Unknown Surface Heat Fluxes 
A two-dimensional body subjected to unknown heat fluxes 

Q\{t),qi{t), ..., Qm(t) on respective boundary surfaces Siy S2, 

THERMALLY 
INSULATED 
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Fig. 1 A solid with semicircular cross section 
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..., S,„ is illustrated in Fig. 2. Let the measured temperature 
histories at some interior points au a2, ..., ar in the body be 
<^i(0» d2(t), ..., dr(t). The following derivation will be pre
sented to determine the unknown transient heat fluxes qi(t), 
q2(t), •••, <?m(0 corresponding to the above conditions. 

The partial differential equation that describes the temper
ature distribution in a two-dimensional region defined by the 
x-y coordinate system takes the form: 

A ft. 3T 
dx \ x dx 

err 
dy \'y dy 

= PC 
.dT-

dt 
(1) 

in which T denotes the temperature field T(x, y, t). The no
tations kx and ky are the thermal conductivities of the material 
in the respective x and y directions, p is the density, and C is 
specific heat of the material. The variable t denotes time. The 
physical parameters kx, ky, and pC may be regarded as tem
perature dependent. The boundary conditions considered in 
this case can be expressed as: 

dT 

~dn 
-qdt), k 

dT 

dn 
--qi(t), 

dT 

dn 
= QmU) 

(la) 
and the initial condition is 

T(x,y,0) = To(x,y) (16) 

By the conventional finite element procedure, Eq. (1) can 
be converted to the following discrete form: 

K*T,+A, = K " T , + Q (2) 

with the initial condition 

T(0) = To (3) 

By using the Crank-Nicholson integration scheme, the coef
ficient thermal force matrices in Eq. (2) may be expressed as 
(Zienkiewicz, 1977; Hsu, 1986): 

» 2C 
K*= — + K 

At 
(4a) 

K 
2C 

'At' 
K 

Q = Q/ + QM 

(4b) 

(4c) 

in which C is the capacity matrix, K is the conductivity matrix 
and Q, and Q,+A( denote the respective thermal force vectors 
at time t and t + At. 

If the change in the material properties with temperature is 
small or moderate within the time step size At, it is reasonable 
to assume that the thermal properties can be regarded constant 
within the time interval between t and t + At. This approxi
mation justifies the linearization of the analysis. Thus, by 
differentiating both sides of Eq. (2) with respect to q, 
(/= \,...,m) as indicated in Eq. (la), one may obtain the fol
lowing expression: 

K' 
9T,+ 

dS (i=\,...,m) (5) 

W 

Xs 
/ s V 

S a 

Q|. 

far \ 

a° . / 

/ = ! 

X 

Fig. 2 A two-dimensional solid with unknown boundary heat fluxes 

in which N is the interpolation function matrix, which relates 
the temperature in the element to its corresponding nodes. 

It is obvious that the temperature T is a function of q, and 
the Taylor expansion about T in the time period At provides: 

* UXf + ^f 
Tf + At — Tf+A/ + i Aq,+/ (6) 

3q 

( n x l ) ( « x l ) (nxm) (mxl) 

The quantities included in the parentheses in the above equa
tion denote the dimension of matrices. The matrix Aq,+A, is 
the increment of heat flux across the boundary. Let us define 
a diagonal matrix A with entries au a2 an such that: 

Y ( 0 = A T ( / ) (7) 

where Y is a (rxn) matrix, which represents the temperatures 
measured at the discrete points au a2,...ar. Multiplying both 
sides of Eq. (6) by matrix A will yield: 

v —v* d^t + At . 
dq 

(8) 

If the increment of heat flux Aq,+A( is to be determined by a 
least-square criterion then the inherent error can be expressed 
as: 

E(q) = (Y, + A,- d /+A,) rW(Y (+A ,- d,+A,) (9) 

in which Al+Al= (rfi,,+A( d2il+&,...drJ+AI}
T represents the 

measured temperature at corresponding data points aua2 ar. 
The weighting matrix W is a diagonal matrix. 

Upon minimizing the above least-square function E(q), the 
following set of simultaneous equations is obtained: 

d£(q) 
dq 

= 0 (10) 

Substituting Eqs. (8) and (9) into Eq. (10) will lead to: 

D,Aq(+A/ = Pi (11) 

Nomenclature 

C = specific heat K 
C = heat capacitance matrix N 

, ky = thermal conductivities of im
material in respective x and y q 
directions Q 

k,j = elements of thermal conduc- S 
tivity matrix 

thermal conductivity matrix 
interpolation function matrix 
elements of heat flux matrix 
heat flux matrix 
thermal force matrix 
boundary surfaces of an ele
ment 

t 
T 
T 

W 
Y 

P = 

time 
temperature 
temperature matrix 
weighting diagonal matrix 
temperature matrix involving 
measured values at discrete 
points 
density 
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o X 
Fig. 3 A two-dimensional solid with unknown boundary temperatures 

Lit Ln 

; = i y = i 

and the boundary conditions become: 

(14) 

71, H ,= T, ,= ... = T, L 2 . ' + A/ — Tit+t 

•'• — ' L . , , , I + A(— V i t i (15) 

The vector quantities ky and k-,j in Eq. (14) denote the re
spective elements in matrices K* and K**. 

By substituting Eq. (15) into Eq. (14), and differentiating 
both sides of the resulting equation with respect to 1° 
(s= \,2,...,m), one obtains the following set of equations: 

/ i kij 
dTj,t+i 

J=Lm+l ar, -E*« 
y'=i 

2 J kU 
ZTJJ* 

ar. y = i l + l 

where Dj is a (rxm) matrix and P! is a (mX 1) matrix with 
the forms: 

T 

D,= ~ 
3Y 

dq 

dY 

dq 

dY 
w 

dq 

W(d,+ A / -Y,+ A / ) (12) 

Thus, the increment of heat flux Aq,+A, can readily be solved 
from Eq. (11) and the heat flux q,+A, at time t + At. The tem
perature T,+A, at all nodes, including those at ax,...,a„ can be 
evaluated from Eq. (6). 

3 Determination of Unknown Surface Temperatures 
Let us assume that the temperature variations on the bound

aries SX,S2 Sm of a solid follow a set of unknown functions, 
T°(t), Tl(t),...,T°m(t), as illustrated in Fig. 3. The following 
derivation will lead to the solution of the unknown surface 
temperature functions T° (t), T2(t),...,TZ,(t), from the meas
ured values c?i(0, d2(t),...,dr(t). 

The discrete form of the partial differential equation for 
this case is similar to Eq. (2) with the absence of thermal forces, 
or: 

K*T,+A, = K**T, (13) 

in which K* and K** are defined in Eqs. (4a) and (4b). Let us 
assign the numbers of the nodes in the region in the following 
way: 

1, 2,...,L\ on the surface S\ 
Lx + 1, L\ +2,. . . ,L2 on the surface S2 

df„, 
J=L„ 

2 kU <.> = Lm+l,...,L„) 

(16) 

The temperatures T,+A, can be expressed in the following 
form by the Taylor expansion: 

T/+Ar = T( + A, + ———— AT( + A, (17) 

The T (+Ar in Eq. (17)o denotes the temperatures T with 
T,+A, being replaced by T,. Multiplying both sides of Eq. (17) 
by the matrix A as defined in Eq. (7), the following relation 
will yield: 

V - V * 4- 9 Y ' + A ' A T ' 
' l + A I - I l + A / + ™ o a l l + AI 

(18) 

The error in the least-square approximation can be expressed 
in the usual form as: 

£ (T° ) = (Y ( + A /-d,+ A /)
7 'W(Y ( + A , -d,+ A /) (19) 

from which the increment of the surface temperature AT /+A, 
can be solved by minimizing the error function, E(T°) as shown 
in Eq. (19) by letting: 

dE(T°) 
dJ° 

= 0 

or in a compact form: 

in which 

D2A.r / + A ,=p2 

, 3 Y \ dY 

(20) 

dY_ 

dT° 
W(d,+ ' Y/ + Al) (21) 

Lm-i + l, Lm^\ + 2,...,L„ on the surface Sm 

Opce AT,+A, is solved from Eq. (20), the surface temperatures 
T,+A, can be calculated, and the temperature T,+A, can be 
determined by using Eq. (17). 

and Lm+I L„ for the remaining nodes in the region, where 
the subscript n denotes total number of nodes. Equation (13) 
can be expressed in a differential form after introducing the 
above numbering system for the nodes: 

4 Computer Implementation 

Normal procedures for nonlinear heat conduction analysis 
were followed. In the case of temperature-independent material 
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Fig. 4 Dimensions of a test pipe section and the locations of ther
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Fig. 5 Correlations of measured and computed temperatures at four 
thermocouple locations 

properties, the matrices K* and Dt (or D2 in the case of surface 
temperatures) need to be formed only once. Otherwise, these 
two matrices would have to be formed after every time step 
according to temperature values at the last step. The matrix 
T,+A, is solved by back-substitution. This procedure is non-
iterative and takes little more computer time than direct so
lution in which boundary conditions are specified. It is thus 
computationally efficient. 

Another unique advantage of this method is that the present 
algorithm is consistent with the semidiscretization approach 
for the direct transient heat conduction analysis (Zienkiewicz, 
1977; Hsu, 1986). Hence it can be readily implemented into 
existing finite element program such as TEPSAC code (Hsu, 
1986). 

5 Numerical Illustration 
The inverse heat conduction algorithm presented in the pre

ceding sections has been implemented into an existing finite 
element code, TEPSAC (Hsu, 1986). It is applied to solve a 
practical problem related to the assessment of thermal fracture 
behavior of a leaking pipe containing a high-temperature pres
sure medium. 

The authors have demonstrated in a previous paper (Hsu et 
al., 1986) that when pressurized saturated water leaks through 

a slit or crack in a pipeline, a significant temperature drop 
could occur at the crack surfaces. This phenomenon can be 
attributed to the well-known thermal throttling effect. This 
local cooling effect has shown to substantially increase the 
value of the J-integral that characterizes the stress field near 
the crack. 

In order to evaluate the J-integral associated with this local 
cooling effect and hence the fracture behavior of the leaking 
pipe, a thermal stress analysis had to be performed. The major 
difficulty involved in this analysis is that the thermal boundary 
condition on the crack surfaces is not available. Since the direct 
measurement of the temperature or heat flux across the leaking 
crack surface cannot be made, the inverse theory as presented 
in the previous section become the only practical solution. An 
experiment was carried out in the authors' laboratory to dem
onstrate the feasibility of such an approach. A detailed de
scription of the experiment is presented by Sun et al. (1989). 

The dimensions of the test pipe section are indicated in Fig. 
4 in which the locations of five thermocouples are designated. 
The temperature variations measured at the four locations (No. 
1-4) during the leaking process have been shown in Fig. 5. 
The temperature at location 5 was virtually unchanged during 
the entire test period. 

The measured temperatures were used to determine the crack 
surface temperature by the inverse algorithm presented in Sec
tion 3. The unknown temperature of the crack surface was 
assumed to be uniform during the leaking process. This hy
pothesis is considered to be reasonable as the mixture of vapor 
and water ejected from the crack is at a high velocity. Con
sequently, little variation of temperature along the crack sur
face is expected during the leaking process.1 The modeled zone 
used in the analysis is illustrated in Fig. 6. The originally curved 
surface of the pipe wall was treated as a flat plate. 

Figure 7 shows the computed temperature history of the 
crack surface as the result of the inverse analysis. Comparisons 
between the computed and measured temperature at data points 
1-4 are depicted in Fig. 5. Agreement between these sets of 
values is excellent. The computed temperature distribution near 
the crack surface at various instants was computed as shown 
in Fig. 8. The associated thermal stress and fracture analysis 
is described by Hsu et al. (1986). 

'The heat flux across the crack surface, however, is not constant. The case 
with maximum heat flux was calculated to vary from 1.5 W/mm at the center 
to 0.1 W/mm toward the tip of the crack. 
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Fig. 8 Computed temperature distribution near crack at f = 1.5 s 

6 Concluding Remarks 
Two finite element algorithms for two-dimensional inverse 

heat conduction analysis have been presented. The unique fea
ture of the proposed algorithms is that either algorithm can 
be used to treat both cases with unknown surface heat flux 
and surface temperature in a unified way. It thus provides a 
great flexibility in solving general two-dimensional inverse heat 
conduction problems. 

The value of the proposed two-dimensional inverse method 
has been demonstrated in a case study involving the thermal 
fracture of a pipeline. The excellent correlation of the com
puted temperature histories and those measured at selected 
points in the pipe wall as shown in Fig. 5 provides a clear 
indication of the credibility of the proposed formulations. 

Numerical studies on several other cases by using the present 
method also indicate that the number of input data has a 
significant effect on the accuracy of predicted surface condi
tions in two-dimensional inverse analyses, whereas one data 
point is usually sufficient for a one-dimensional analysis. The 
number of required input data becomes even more critical when 
the input temperatures used in the analysis are not very ac
curate. In such cases input from a large number of data points 
are required to yield accurate results. 

Another unique advantage of the present formulation is that 

it is noniterative and can be easily adapted to existing finite 
element programs. Nonlinear material properties can also be 
readily accommodated. 
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Heat Transfer in Crossflow Over 
Cylinders Between Two Parallel 
Plates 
The heat transfer coefficient and pressure drop are measured for laminar and tur
bulent incompressible flow over an in-line cylinder array (eight copper tubes) be
tween two parallel plates. Data are given using two different aspect ratios for the 
intermediate range of the Reynolds number between 220 to 2800. A criterion is 
defined for flow transition from laminar to turbulent. The pressure and heat transfer 
data are compared to numerically computed data obtained for laminar flow and 
the results exhibit reasonably good agreement. 

Introduction 
Experimental data are presented for heat transfer from an 

array of in-line cylinders (eight copper tubes) centrally located 
and placed equidistant between two parallel plates. Similar 
measurements of Nusselt numbers for constant wall heat flux 
are reported by Oyakawa and Mabuchi (1981, 1983). Oyakawa 
and Mabuchi (1981) measured the heat transfer coefficient for 
the fully developed turbulent fluid flow between two parallel 
plates with a single cylinder for cylinder-diameter to duct-
height ratio of 0.4 to 0.8. Later, Oyakawa and Mabuchi (1983) 
reported heat transfer for turbulent flow in a parallel plate 
channel with two rows of staggered circular cylinders. They 
used an H/D ratio of 2.5 where His the spacing between plates 
and D is the diameter of the cylinder. 

The heat exchanger studied is shown in Fig. 1. It approxi
mates a coil heat exchanger, Fig. 2, with industrial applications. 
The heat transfer for Heat Exchanger Modules (HEMs), shown 
in Fig. 1, is measured and results are reported. A HEM is a 
section of the heat exchanger designated by dashed lines in 
Fig. 1. It is a section of duct between two parallel plates, having 
a length L. Each HEM contains one cylinder. The heat transfer 
coefficient and pressure drop for two aspect ratios are meas
ured. All cylinders and both plates are at the same constant 
temperature. The Nusselt number that represents the heat 
transfer coefficient is measured as a function of the Reynolds 
number. 

The experimental data are primarily for transition and tur
bulent regimes. It is inefficient to use the apparatus described 
in this study for Reynolds numbers significantly higher or 
lower. Data for higher Reynolds numbers require redesign of 
the experimental setup with larger dimensions. However, a 
scheme is introduced to provide a first-order estimation when 
empirical data are unavailable. The scheme is based on physical 
reasoning and uses information available for heat transfer from 
a bank of aligned cylinders and heat transfer for flow in a 
parallel plate channel. 

Apparatus 
The experimental apparatus consists of two compressors, 

venturi, settling chamber and entrance section, test section, 
and wooden mixing chamber. A schematic of the apparatus 
is shown in Fig. 3. 

Two compressors operating in a parallel arrangement supply 
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the required air flow rate: a water-cooled rotary compressor 
delivers 0.3 m3 of air per minute at 0.34 M Pa (50 psi), and a 
two-stage air compressor delivers 0.11 m3 of air per minute at 
1.2 M Pa (175 psi). 

A venturi tube, with 0.0214 m inlet and 0.0107 m throat 
diameters, is used to measure the velocity and the flow rate 
of air. Air enters a settling chamber 0.276 m wide, 0.1 m high, 
and 0.158 m long. Air from the settling chamber then passes 
through a long rectangular duct to provide fully developed 
flow. The 0.0095-m-thick Plexiglas duct is 1.83 m long, and 
inside dimensions are 0.149 m by 0.0254 m. All joints are 
sealed and the duct is attached flush with the test section. 

Heat Exchanger Module (HEM) 

|~— L/2-J— L/2—J 

Fig. 1 Heat exchanger and heat exchanger module (HEM) 

FLOW 

F L O W ^ ~ 
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Fig. 2 Schematic of a coil heat exchanger 
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Fig. 3 Schematic of apparatus 
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Fig. 4 Steam passages in upper and lower plates 

The test section is designed to measure the heat transfer 
coefficient and the pressure drop, and to maintain a constant 
wall temperature. It is 0.33 m long, 0.16 m wide, and 0.0254 
m high. It has an upper plate and a lower plate placed parallel 
to the bulk flow direction. Eight parallel copper tubes with 
outside diameter of 0.0127 m form the cylinder array; each 
tube is centrally located between the parallel plates and per
pendicular to the bulk flow direction. However, the word 
"tube" in this study is used for reference to internal flow or 
to describe materials used, and "cylinder" for reference to 
crossflow of air. The upper and lower aluminum plates are 
0.33 m long and 0.16 m wide. Each plate is a heat exchanger 
comprised of two aluminum parts, a 0.0065-mm-thick main 
plate and a cover plate, welded together. Steam heats the upper 
and lower plates. The upper and lower plates are similarly 
constructed; details are given below. 

The steam passages shown in Fig. 4 have two headers, each 
0.0111 m wide, 0.13 m long, and 0.3 m apart, milled along 
the width of the main aluminum plate. The header near the 
entry side of the steam passage has two inlet ports. The header 
near the exit has two outlet ports. The headers are connected 
by 14 steam passages, 0.0048-m-wide and 0.29-m-long grooves 
milled perpendicular to the headers and along the length of 
the main aluminum plate, shown in Fig. 4. 

The test section has Plexiglas side walls. Each main plate 
has two 0.00325-m-deep channels milled on the external side 
to hold the side walls. The Plexiglas pieces are 0.33 m long, 
0.032 m high, and 0.0045 m thick. Each piece has eight 0.0127-
m-dia holes, 0.038 m apart, along the length and centered 
midway between the two main aluminum plates. Eight 0.0127-
m-dia copper tubes, press fitted into these holes, form the 
cylinder array. Type L copper is chosen because of its high 
thermal conductivity and rigidity. 

Each copper cylinder in the test section is connected to a 
separate gate valve at the inlet side. A gate valve at the outlet 
side prevents back flow of steam into the copper cylinders. 
The valves are connected to the cylinders via Teflon tubing, 
as shown in Fig. 3, to reduce unwanted heat conduction to 
and from the test section. The inlet valves regulate the steam 
supply through preselected copper cylinders. All eight valves 

at the inlet side are connected to a main supply pipe (Fig. 3). 
The main supply line is connected to the steam service line. 
The outlet side valves are connected to a collection pipe and 
drain. Steam from the service line branches into two different 
supply lines: One supply line provides steam to the cylinders 
and the other one is connected to the inlet ports of the upper 
and lower plates. 

A labyrinth mixing chamber, made of 0.0048-m-thick balsa 
wood and located after the test section, mixes the air when it 
leaves the test-section. The mixing chamber, shown in Fig. 3, 
is 0.2 mlong, 0.152 m wide and 0.051 m high, with two baffles 
in tandem, each 0.1 m long and 0.076 m high. Copper meshes 
(scouring pads) inside the mixing chamber keep the temper
ature gradient of the air uniform. 

Instrumentation 
The instrumentation is implemented to measure tempera

ture, pressure difference, and flow rate. The temperature is 
measured at various sections of the heated plate to monitor 
the constant wall temperature condition. Thermocouples in 
the mixing chamber provide the final bulk temperature. Pres
sure measurements taken at different points along the test 
section are used to calculate the pressure coefficient. 

The incoming air flow rate from the compressor is measured 
by a calibrated venturi, constructed according to ASME stand
ards. The estimated error of flow measurement is typically ± 1 
percent. The upstream static pressure and the pressure differ
ence between the inlet and the throat are measured by U-tube 
water manometers. When necessary, a traveling optical mi
croscope reads the difference in the water level. 

Sixteen copper-constantan thermocouples monitor the plate 
temperature at various points in the test section. One ther
mocouple in the mixing chamber before the entrance to the 
rectangular duct measures air inlet temperature. Another ther
mocouple in the rectangular duct just before the entrance to 
the test section monitors the temperature of the incoming air. 
Two thermocouples measure the steam temperature as it passes 
through the tubes, and the upper and lower plates: one at the 
inlet side and another at the outlet side. Two more thermo
couples are placed in the mixing chamber to measure the bulk 
temperature of the air leaving the test section. The two ther
mocouples in the mixing chamber ensure that no significant 
temperature gradient exists between two preselected points in 
the mixing chamber and that the mixing process is satisfactory. 
The remaining thermocouples are placed in holes drilled in the 
lower plate. All thermocouples are connected to a data ac
quisition system (scanner, voltmeter, and controller). The scan
ner reads temperature at 200-ms intervals, i.e., five readings 
per second, and sends a signal to the digital voltmeter. The 
resolution of the voltmeter is 1 /xV and accuracy ±0.1°C. 

Pressure taps were centrally located on the upper plate to 
measure pressure drop across the HEMs. The first pressure 
tap is between the first and second cylinders and the last pres
sure tap is between the seventh and eighth cylinders. A Barocell 

Nomenclature 

A 
CP 
D 

De 

h = 

H = 
k = 
L = 
m = 

area, m 
specific heat, J/kg-K Nu// : 

diameter of cylinder, m Nu, = 
equivalent hydraulic diameter p : 

= 2(H - D) P* • 
heat transfer coefficient, W/ 
m2-K Pr = 
distance between plates, m Re// = 
thermal conductivity, W/m»K T -
spacing between cylinders, m u m •• 
mass flow rate, kg/s w m a x = 

Nusselt number = hH/k 
Nusselt number = h,H/k 
pressure, Pa 
dimensionless pressure = 
p/pum 

Prandtl number = ncp/k 
Reynolds number = umH/v 
temperature, K 
average velocity, m/s 
u,„ x H/{H - D) 

li = viscosity coefficient, N«s/m2 

v = kinematic viscosity, m2/s 
P = density, kg/m3 

Subscripts 

bulk temperature 
fth HEM 
mean bulk temperature 
plate 
at surface temperature 
tube 

b 
i 

m 
P 
s 
t 

Journal of Heat Transfer AUGUST 1992, Vol. 114/559 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pressure sensor measures pressure at pressure tap sites in the 
test section. The electrical signal from the Barocell goes to the 
data acquisition system. The Barocell measures the differential 
pressure from 1 mm Hg to less than 0.001 mm Hg with accuracy 
and repeatability of ±0.05 percent and ±0.01 percent of volt
age reading (manufacturer's data). The output signal is be
tween 0 and 6.804 volts d-c linearly proportional to the pressure. 
The transducer was calibrated by the manufacturer prior to 
the experiments. The overall device accuracy is ±0.5 percent 
of the voltage signal. 

Measurement Procedure 

The pressure data are used to find the pressure coefficient. 
Condensing steam is used to maintain a constant wall tem
perature condition. Bulk temperature values are measured and 
used to calculate the Nusselt number. The measurement pro
cedure is described later. 

Pressure Measurements. The pressure drop measurement 
along the upper surface of the test section is independent of 
the temperature measurement. A Barocell differential pressure 
transducer, described in the instrumentation section, measures 
the pressure difference. Unlike the temperature readings, the 
pressure readings do not require a long stabilization period 
and the compressors can supply a steady flow of air for a short 
time. Therefore, it is possible to measure the pressure and 
calculate the coefficient for much higher Reynolds numbers 
than for the heat transfer. 

Sixteen different flow rates corresponding to sixteen differ
ent Reynolds numbers are selected for L/D = 3. The pressure 
drop between the first and second pressure taps is for the second 
HEM, between the second and third is for the third HEM, 
and so on, until the seventh HEM where the pressure drop 
between the sixth and seventh taps is used. Generally, a mean 
voltage value is recorded because there is a small low-frequency 
voltage fluctuation at high Reynolds numbers. 

The same procedure is followed to find the pressure drop 
for the aspect ratio of L/D = 6. There are only four cylinders 
in this case and the pressure difference is measured across the 
first and third, third and fifth, and fifth and seventh pressure 
taps for the second, third, and fourth cylinders. The first 
cylinder is ignored because the flow is spatially periodic after 
the first cylinder. 

Temperature Measurement. The thermocouples used for 
measuring the temperature were described earlier. The data 
acquisition system reads the temperature every 200 ms for 
visual monitoring but temperatures are recorded at 15-min 
intervals. 

The first test uses eight copper cylinders for aspect ratios 
H/D = 2 and L/D = 3. The air flow rate is adjusted for a 
particular Reynolds number. The flow rate is monitored to 
ensure that it does not change throughout the experiment. All 
the inlet valves to the cylinders are closed and steam passes 
through the top and bottom plates. The temperatures are re
corded at 15-min intervals until steady state is reached. It 
usually takes about two hours to reach the steady-state con
dition. Next, the steam is introduced into the eighth cylinder 
and through the top and bottom plates. Again, the tempera
tures are measured and recorded until steady state is reached. 
The variation of the plate temperature in the flow direction is 
within ±0.3°C. The steady-state bulk or mixed fluid temper
ature is recorded after a cylinder is heated. This process con
tinues until all cylinders, one at a time in descending order, 
are heated during the measurement process. The duration of 
an experiment for one Reynolds number is 18 to 20 hours. 
The procedure for calculating the heat transfer coefficient from 
the bulk temperature data is discussed later. A total of thirteen 
experiments are carried out for thirteen different air flow rates. 
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Some experiments are repeated to verify the reproducibility of 
the data. The maximum Reynolds number at which the Nusselt 
number could be measured in 2161. Two compressors working 
in parallel could not maintain steady flow for higher Reynolds 
numbers. 

The experimental procedures are repeated for aspect ratios 
of H/D = 2 and L/D = 6. Four of the eight copper tubes 
from the test section are removed and wooden rods plug the 
holes in the Plexiglas side walls. The wooden plugs must be 
flush with the inside surface of the side walls to prevent ar
tificial disturbances in the flow, and sealed to prevent leakage. 
Fifteen experiments are conducted for the above aspect ratios, 
each using different air flow rates. The tests are run as described 
for L/D = 3. Again, the data are checked for reproducibility 
with satisfactory results. It took eight to ten hours to complete 
one set of tests for L/D = 6. 

Results 

The heat transfer coefficient and pressure drop are calculated 
using the experimental data for selected H/D and L/D. The 
calculation procedure and the results for the pressure drop and 
the heat transfer coefficient are discussed. The calculation of 
the heat transfer coefficient for different heat exchanger mod
ules from the bulk temperature data requires a unique strategy. 
Data reduction for the pressure coefficient is routine and will 
be discussed first. 

Pressure Coefficient. Pressure on the top plate of the test 
section is measured for two cases: H/D = 2, L/D = 3 and 
H/D = 2, L/D = 6. The pressure coefficient or the dimen-
sionless pressure difference is Ap/pu2

m, where um is the mean 
velocity upstream from the blockage and p is the density of 
the air. For H/D = 2 and L/D = 3, a total of 16 data sets 
are recorded for Reynolds numbers ranging from 275 to 2767. 
The pressure transducer did not respond reliably to pressure 
difference at Reynolds numbers lower than 275. Each data set 
consists of the pressure drop for all modules except the first 
and the last. The pressure drop of the first and last modules 
is not measured because they are influenced by the entrance 
and exit effects. Table 1 shows the dimensionless pressure drop 
across different modules for four preselected Reynolds num
bers. The data in Table 1 are nearly uniform. Also, the nu
merical calculation for laminar flow (Kundu et al., 1991a) 
shows that, after the first cylinder, the pressure drop for all 
HEMs is constant. 

Figure 5(a) shows the pressure coefficient for the sixth mod
ule plotted against the Reynolds number. The primary cause 
for pressure drop in the test section is the presence of the 
cylinder array; the plates have less influence. The pressure 
coefficient first decreases between Reynolds numbers of 275 
and 400, increases until the Reynolds number is 700, then 
assumes a near-constant value of 1.55. At low Reynolds num
bers the experimental data are in good agreement with the 
numerical data (Kundu etal., 1991a). Clearly, the experimental 
data depart from the numerical data because the numerical 
data for laminar flow do not include the turbulent mixing 
effect. The Reynolds number at which the experimental data 
departs from the numerical result is interpreted as the transition 
Reynolds number. Based on pressure data, transition Reynolds 
number is — 350. 

Table 1 Differential pressure coefficient Ap/pu?„ across HEMs 
when L/D = 3 
Re 

510 
1166 
1345 
1614 

; = 2 

1.40 
1.47 
1.55 
1.54 

/ = 3 

1.41 
1.51 
1.53 
1.51 

/ = 4 

1.39 
1.53 
1.55 
1.53 

;' = 5 

1.37 
1.54 
1.52 
1.50 

i = 6 

1.35 
1.51 
1.51 
1.52 

7 = 7 

1.38 
1.49 
1.50 
1.55 
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Fig. 5(6) Pressure drop across the third HEM, LID = 6 

For H/D = 2 and L/D = 6, there are only four cylinders 
in the test section. A total of 17 data sets are obtained for 
Reynolds numbers ranging from 223 to 2557. Each set of data 
consists of pressure coefficients for all modules except the first. 
Samples of pressure coefficients for the second, third, and 
fourth modules at four different Reynolds numbers are in 
Table 2. Note that, at a given Reynolds number, the pressure 
coefficient changes slightly from module to module. The third 
module data are plotted versus the Reynolds number in Fig. 
5(b). The first two pressure coefficient data points agree well 
with the numerical data for laminar flow (Kundu et al., 1991a). 
Flow becomes unstable when the Reynolds number is larger 
than 350. When the Reynolds number is less than 350, the 
pressure coefficient decreases as the Reynolds number in
creases; the pressure coefficient increases until the Reynolds 
number is 500, and then decreases. At Reynolds numbers larger 
than 1000, the pressure coefficient is nearly constant. The slight 
reduction of pressure drop at Reynolds numbers higher than 
500 is not fully understood. One can hypothesize that, due to 
a large L/D ratio and while the Reynolds number is below the 
critical limit for simple channel flow, the flow tends to decay 
the wake disturbances before getting to the next cylinder. No
tice that the pressure coefficient is approximately equal to 1.5 
when L/D = 3 and ReH = 1500. When L/D = 6, it is about 
0.9 for the same Reynolds number; that is, for a higher pitch, 
the resistance to the flow is much less compared to the smaller 
pitch. Although the ratio L/D is doubled, the pressure coef
ficient is less for L/D = 6 than for L/D = 3. 

Heat Transfer Coefficient. The heat transfer coefficient 
and the Nusselt number are calculated from the temperature 

Table 2 Differential pressure coefficient Ap/pH?,,across HEMs 
when L/D = 6 

Re 

483 
799 

1503 
2452 

; = 2 

1.43 
1.28 
0.83 
1.01 

(=3 . 

1.45 
1.27 
0.84 
0.99 

;' = 4 

1.44 
1.30 
0.88 
1.01 

data recorded during the experiment. The temperature of the 
air entering and exiting the test section is recorded, and the 
plate temperature is monitored continuously. From these data 
and theoretical considerations, the average heat transfer coef
ficient and the average modular Nusselt number are calculated. 
Using an energy balance between the entrance and exit to each 
module of the test section one can write 

mcp(Tbj- TbJ_l)=2Aphpj(Tp-TmJ) + Afi,,i(T,-Tm,i) (1) 

where 
T, 

m 

7V, = 

1 *,/-! 
hP,i = 

\ i = 

AP = 
A, = 
TP = 
T, = 

0.5(7 ,
w_1 + r w ) 

mass flow rate of air 
specific heat of air 
bulk temperature of the air at exit from the rth 
module 
bulk temperature of the air at the inlet to the rth 
module 
heat transfer coefficient of the plate for rth HEM 
heat transfer coefficient of the cylinder for rth 
HEM 
surface area of the plate for one HEM 
surface area of the cylinder 
plate temperature equal to steam temperature 
steam temperature in the tube 

Throughout the duration of the test, the plates are at the 
temperature of the steam. However, there are two possible 
cases: (1) a cylinder is at constant temperature but the net heat 
flux from that cylinder is zero, (2) the temperature of the 
cylinder is considered uniform and equal to T, when it is heated. 
For the former case, the second term on the right side of Eq. 
(1) is zero. Equation (1) is rewritten for both cases as 

(2) 

where 

(3b) 

Tbj 

mcf 

mcf 

mcp 

der 

B 

C 

~BTP+ CTbii„\ 

2Aphpj + Aih,j 

+ AphPii + 0.5A,htii 

~Ap~hPj-0.5Ajitj 

+AphpJ + 0.5A,hu 

i is unheated 

2AphpJ 

thcp + Aphpj 

mCp-Aphpj 

thcp+Aphpj 

(4a) 

(4b) 

Equation (2) holds for every module. Since Tbii is the outlet 
bulk temperature of the rth module, it becomes the inlet bulk 
temperature of the (;' + l)th module. The entrance and the 
exit temperatures of the test section are Tbfl and Tbii respec
tively. It it shown by Kundu et al. (1991b) that for heated 
plates, the modular heat transfer coefficient at the plate rapidly 
attains its fully developed value and is unaffected by the tem
perature of the cylinders. Therefore, when the plate is heated 
and the_cylinders are unheated, the plate heat transfer coef
ficient, hp = hPii, is nearly constant and obtained from equation 

X mcp(Tbfi-Tbfi) 
" l6Ap[Tp-0.5(Tbt+Tbfi)] 

(5) 
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Table 3 The Nusselt number, Nu„ across HEMs when L/D 
= 3 and H/D = 2 

100 

Re 

865 
1079 
1324 
1708 

;=1 

16.8 
21.2 
25.4 
29.2 

;'=2 

16.9 
21.5 
26.4 
32.2 

( = 3 

19.5 
24.5 
29.4 
35.5 

/ = 4 

20.3 
25.1 
30.1 
36.5 

/ = 5 

21.6 
25.4 
30.2 
36.8 

i' = 6 

22.4 
26.4 
30.5 
37.1 

i = l 

22.3 
26.7 
30.6 
37.1 

; = 8 

22.5 
26.9 
30.7 
37.1 

One can hypothesize for the subsequent calculations that hp 
rapidly takes its fully developed value and remains unaffected 
when the cylinders are heated. This is justified when the ther-
mophysical properties are independent of temperature (Kundu 
et al., 1991b). 

It is difficult to measure simultaneously and directly the heat 
transfer coefficient for all eight cylinders. The numerical cal
culations by Kundu et al. (1991b) suggest a procedure for 
measuring the heat transfer coefficient for individual cylinders. 
First, cylinders 1-7 are unheated and the eighth cylinder and 
plates are heated. Equation (2) yields Tbyi, Tbi2, • • • , Tbil, 
with B and C coefficients obtained from Eqs. (4a) and (4b). 
After 7JI8 is measured, Eq. (2) yields the value of ht,$ using B 
and C coefficients taken from Eqs. (3a) and (3b). Next, the 
experiment is repeated with cylinders 1-6 unheated and the 
seventh and eighth cylinders and the plates heated. The new 
exit bulk temperature of the test section, Tbi, increases. The 
newly measured TbiS and the previously calculated hp and hui 
are used to calculate the new heat transfer coefficient for cyl
inder 7. Two strategies are possible: first, assume /J,I8 remains 
the same and calculate h,-,; second, assume h!:S is the heat 
transfer coefficient for the 7th cylinder, then recalculate the 
new hu%. The results from the first strategy are in Table 3. 
Because the calculated values for the 7th and 8th HEMs shown 
in Table 3 are nearly the same, one can infer that both strategies 
yield similar results. The procedure is repeated with unheated 
cylinders 1-5, and heated_cyfinders 6, 7, 8, and the plates. The 
heat transfer coefficient h, 6 is then calculated using Eqs. (2)-
(5). The measurement and calculation process is continued, 
one cylinder at a time, until all cylinders and plates are heated 
and all modular heat transfer coefficients are computed. 

The average heat transfer coefficient for rth HEM (Fig. 1) 
is defined as 

(6) 
2AP + A, 

The average Nusselt number for a particular module i is 
Na,-=hiH/k (7) 

where H is the distance between the plates and k is the thermal 
conductivity of air. 

Table 3 shows the Nusselt number for each of the eight 
HEMs at four preselected Reynolds numbers when H/D = 2 
and L/D = 3. The Nusselt number for the last four modules 
remains nearly constant; there are some differences between 
the first two HEMs and the third HEM, due to measurement 
errors. The change in Tb^ becomes very small as i decreases 
toward 1. The Nusselt number for the sixth HEM is used here 
because it is far enough from the entrance and the influence 
of the measurement errors for modules 6, 7, and 8 is small. 

Figure 6(a) shows the Nusselt numbers versus the Reynolds 
numbers for the sixth module and for L/D = 3. Thirteen data 
sets are presented. As seen in Fig. 6(a), there are two regions: 
one for Reynolds numbers 300 to 550, and the other for Reyn
olds numbers 550 and larger. In both regions, the Nusselt 
number increases as the Reynolds number increases. The slope 
is steeper at larger Reynolds numbers because the total heat 
transfer is affected by the flow regime. Based on pressure 
measurement and numerical calculations, the flow attains tur
bulent characteristics when the Reynolds number is larger than 
400. 
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Fig. 6(a) Nusselt number of the sixth HEM, LID = 3 
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Fig. 6(6) Nusselt number of the third HEM, LID = 6 

Table 4 The Nusselt number, Nu„ across HEMs when L/D 
= 6 and H/D = 2 

Re 

318 
690 
865 

1154 
1345 
1921 

/ = 2 

10.3 
15.5 
19.5 
20.9 
23.3 
33.1 

!'=3 

10.2 
15.5 
19.0 
20.4 
22.5 
32.1 

The results for the Nusselt number as a function of the 
Reynolds number when L/D = 6 and H/D = 2 are also shown 
in Fig. 6(b). In this case, there are only four aligned cylinders 
in crossflow. The third module is chosen as the representative 
module because the end effects are small. Fifteen data sets are 
presented. Similar to the previous case, the Nusselt number 
increases as the Reynolds number increases. The first region 
extends from a Reynolds number of 300 to a Reynolds number 
of —550. The second region is for Reynolds numbers larger 
than 550. Table 4 provides the Nusselt number for selected 
Reynolds numbers for the second and third HEMs. 
, Generally, the magnitude of the heat transfer coefficient is 
influenced by the velocity of the fluid in the recirculatory zone 
near the cylinders. Clearly, there is a transition at the Reynolds 
number, um(H - D)/v « 700 corresponding to ReH ~ 350. 
This is less than the transition Reynolds number for flow be
tween two parallel plates H - D apart. The factor (H - D)/ 
H accounts for the flow displacement and higher average fluid 
velocity, wmax, in the gap between a plate and a cylinder. 

A comparison between the Nusselt numbers for L/D = 3 
and L/D = 6 indicates that as the pitch, L/D, decreases from 
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Fig. 7 Correlation of the experimental heat transfer results and com
parison with the numerical data 

6 to 3, the fluid circulation in the vortex region intensifies, 
and the heat transfer coefficient increases. Obviously, there 
is a close relationship between the pitch of the cylinder array 
and the modular heat transfer coefficient. The results of a 
numerical study of this tendency are reported by Kundu et al. 
(1991a). 

Comparison of Numerical and Experimental Results 
The pressure coefficient and the heat transfer coefficient 

obtained from the numerical analysis are reported by Kundu 
(1989) for low Reynolds numbers ranging from 10 to 500. The 
experimental data are for an intermediate range of Reynolds 
numbers from 300 to 3000; therefore, the range in which the 
analytical and experimental data can be compared is between 
Reynolds numbers from 300 to 500. The data from both nu
merical and experimental investigations are useful over a wide 
range of Reynolds numbers. 

The numerical data reported by Kundu et al. (1991a) are for 
nine different combinations of H/D and L/D ratios. However, 
the experimental data reported here are for two sets of aspect 
ratios: H/D = 2, L/D = 3, and H/D = 2, L/D = 6. All 
comparisons between the numerical and experimental results 
are for two geometric configurations. 

Comparison of Pressure Coefficients. The numerical cal
culation of pressure at the top plate, reported by Kundu et al. 
(1991a), is compared with the measured data in Figs. 5(a) and 
5(b). When H/D = 2 and L/D = 3, Fig. 5(a), the numerical 
and experimental pressure coefficient agree closely in the range 
of Reynolds numbers from 275 to 425. However, as the Reyn
olds number further increases, the experimental data begins 
to deviate from the numerical results. While the numerical 
pressure coefficient continues to decrease, the experimental 
pressure coefficient first increases slightly and then assumes a 
nearly constant value. 

Figure 5(b) compares the numerical and experimental pres
sure coefficient when H/D = 2 and L/D = 6. The data agree 
well in a range of Reynolds numbers from 200 to 300; however, 
for larger Reynolds numbers the numerical and experimental 
pressure coefficients begin to deviate from each other. The 
precision of Barocell differential pressure transducer did not 
permit reliable data acquisition below those reported. As the 
Reynolds number further increases, the vorticity in the flow 
becomes more intense than the low Reynolds number flow, 
and consequently, the flow becomes unstable. The numerical 
modeling for low Reynolds numbers cannot simulate the high 
Reynolds number flow because the numerical model of Kindu 
et al. (1991a) does not consider the turbulence. As expected, 
the pressure coefficient decreases as the Reynolds number in
creases up to the Reynolds number of ~ 350. At higher Reyn
olds numbers, the mixing effect causes the pressure coefficient 
to increase. 
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Fig. 8 Correlation of the numerical heat transfer data for laminar flow 
(Kundu et al., 1991b) 

Comparison of Heat Transfer Results. The numerical data 
and the experimental results for H/D = 2 and L/D = 3 are 
plotted in Fig. 6(a). In this case, the experimental results include 
three Reynolds numbers, and the numerical results have six 
data points between Reynolds numbers 300 and 500. As seen 
from Fig. 6(a), the numerical and experimental data closely 
agree in this range. Figure 6(b) shows the numerical and ex
perimental Nusselt numbers versus the Reynolds number when 
H/D = 2 and L/D = 6. Each of the numerical and experi
mental results have three data points between the Reynolds 
numbers of 300 and 500. As seen in Fig. 6(b), the numerical 
and experimental Nusselt number data also agree closely within 
this range. For Reynolds numbers noticeably lower than those 
reported here, the temperature in the mixing chamber rapidly 
approaches the wall temperature. This causes the measured 
temperature changes to approach the measurement errors and 
produce unreliable heat transfer coefficient data. 

The numerical data (Kundu et al., 1991a) and the experi
mental data are included in a single graph in Fig. 7. The 
experimental data are curve fitted by the equation 

NuH = 0.24 
Re//// 
H-D 

(8) 

for Re// / / /( / / - D) > 600. When ReHH/(H - D) > 700, the 
flow exhibits turbulent characteristics. Also, the numerical 
calculation (Kundu et al., 1991a) shows that there is severe 
vortex shedding in the laminar regime for L/D = 3 and some 
vortex shedding for L/D = 6. The experimental data are only 
for H/D = 2; however, the numerical data in Fig. 7 are for 
H/D - 1.5,2, and 3. Experimental data for other H/D ratios 
are needed to confirm or amend the correlation give by Eq. 
(8). In the laminar regime, the numerical data are influenced 
by H/D and L/D ratios, and the vortex shedding behind the 
cylinder. For example, when L/D = 2, open circles in Fig. 7, 
the vortices are stable (no shedding) and the Nusselt number 
is relatively small. Kundu et al. (1991b) provided a different 
correlation for numerical data obtained for laminar flow re
gime (Fig. 8). Their data are closely approximated by the re
lation 

/ \ 0.144 / \ -0.33 

N ^ = 7.H ^ ) k) (9) H-D D 

where Re ,̂ = u,„L/v. For the experimental and numerical data, 
the heat transfer coefficient is defined using the mean bulk 
temperature of HEMs; see Eq. (1). 

Discussion 

It is of interest to compare the experimental data with those 
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Table 5 Comparison of experimental data for Nuw with Eq. 
(10) and percent deviation 

Re 

865 
1079 
1324 
1708 

L/D 

Table 
3 

22.4 
26.4 
30.5 
37.1 

= 3 

Eq. 
(10) 

17.9 
20.9 
24.1 
28.7 

Dev. 
% 

20.0 
20.8 
21.0 
22.6 

Re 

865 
1154 
1345 
1921 

L/D 

Table 
4 

19.0 
20.4 
22.5 
32.1 

= 6 

Eq. 
(10) 

14.6 
17.9 
20.0 
25.8 

Dev. 
% 

23.0 
12.3 
11.1 
19.6 

for aligned cylinders in crossflow within an infinite medium. 
Equation (6) can be written in the following form: 

Nu// = (10) 
2 + irD/L K ' 

where NuPijD(, = hpDe/k, De = 2(H - D) is the hydraulic 
diameter of the gap between cylinder and plate, and Nu, i0 

= h,D/k. The first and second terms in the numerator are the 
contribution of the plate and cylinder in a HEM to the Nusselt 
number. An estimated value of NuPvDf suggested here is for 
flow between two parallel plates H - D apart (Kays and 
Perkins, 1973), 

NH/7jfle=0.027(Rez)e)
0-8Pr1/3 (11) 

where ReDe = ummDe/v and «max = u,„ x H/(H - D). Also, 
the estimated value of Nu,i£) for an array of aligned cylinders 
(Zhukauskas, 1972, p. 144) is 

— / P r \ ° ' 2 5 

Nu^O^CRe^)0-63?^3 (— J (12) 

where ReD|lnax = umaxD/v. The minor adjustment for temper
ature dependent thermophysical properties is small ( — 0.5 per
cent); hence, it does not appear in Eq_. (11). 

Equation (10), when Nu^a. and NufvD are calculated using 
Eqs. (11) and (12), underestimates the experimental data. One 
can visualize that there is a separation zone between two ad
jacent cylinders in Fig. 1, and one half of the flow moves above 
the separation zone and the other half below. For this reason, 
it is hypothesized that the maximum velocity is at a distance 
(H - D)/2 away from the wall and flow near the flat walls 
is similar to flow between two parallel plates H - D apart. 
Using Eqs. (10)-(12), the data for module 6 in Table 3 and 
for module 3 in Table 4, when Re// > 865, are calculated and 
presented in Table 5. Equations (10)-(12) underestimate the 
measured values by as much as 23 percent. An examination 
of data used for entries in Table 3 shows that the measured 
values of Nu,,D are 15.5, 18.3, 20.3, and 25.6 for Reynolds 
numbers, ReAmax, equal to 865, 1079, 1324, and 1708 (ReAmax 

= Re// for H/D = 2). Equation (12) yields slightly higher 
values of 17.1, 19.7, 22.4, and 26.3 for the corresponding 
Nusselt numbers with deviations of 10, 6, 10, and 5 percent, 
respectively. Equation (12) also yields slightly higher values at 
the lower range of Reynolds numbers for aligned cylinders in 
an infinite flow field (Zhukauskas, 1972, p. 143). The exper
imental values of NupiD(? for the same entries in Table 3 are 
17.8, 21.6, 25.2, and 29.7, respectively; however, Eq. (11) 
underestimates these values by as much as 80 percent. There
fore, the primary cause for the differences shown in Table 5 
is the high turbulence generated by the cylinders that penetrates 
the boundary layers near the flat walls. The high turbulence 
intensity is likely responsible for the Nusselt numbers higher 
than predicted by Eq. (11). For a better understanding of this 
effect, heat transfer data at higher Reynolds numbers and for 
a broader range of L/D ratios are needed. 

Equation (10) uniformly underestimates the measured data 
for L/D = 3 in Table 5 by ~21 percent. However, the ex
perimental data for L/D = 6 show more erratic deviations. 
Equation (10) can be adjusted to account for the deviations 
listed in Table 5. For parameters beyond the range of this 
study, it is reasonable to use Eq. (10) to obtain a preliminary 
estimation of Nu//, and then multiply that by 1.27. 

Conclusion arid Remarks 
The experimental data presented here are for two aspect 

ratios. The transition from laminar to turbulent flow is defined 
using the pressure data. The Reynolds number at which the 
numerical and experimental data depart from each other is the 
transition Reynolds number. Figures 5(d) and 5(b) show that 
when Re// < 350, the agreement between laminar flow data 
and numerical results is very good. The heat transfer data 
correlate well for ReHH/(H - D) > 700. The laminar flow 
numerical data are for H/D = 1.5, 2, and 3, while the cor
relation of experimental data is for H/D = 2. A separate 
correlation for laminar flow numerical data that includes the 
effect of H/D ratio is given by Eq. (9). 

The estimated measurement error for the pressure coefficient 
is 5 percent. It was stated that the accuracy of the pressure 
transducer is ±0.5 percent of the signal. However, when the 
differential pressure is small, the error rapidly increases and 
becomes unmanageable. All reported pressure data are for 
signals that have errors less than 5 percent. Except at the lower 
range of Reynolds numbers, the error in pressure data is much 
less than 5 percent and the measured value of the flow rate is 
the primary contributor to the error in Ap*. The error in the 
heat transfer coefficient is difficult to predict. Many factors 
are responsible for error in the heat transfer coefficient data, 
namely: conduction through the side walls, theoretical model, 
thermocouples, flowmeter, dimensional variations, nonuni-
formity of the wall temperature, etc. However, the major cause 
of the errors is conduction losses through side walls. Based on 
the estimation of conduction losses and the reproducibility of 
the data, the uncertainty in the heat transfer coefficient is 
approximately 10 percent. This estimated error is for modules 
near the mixing chamber and as one moves away from the 
mixing chamber the errors increase because the conduction 
losses occur across a larger heat transfer area. This can be 
inferred from the data in Table 5 where the deviations for 
L/D = 3 are more uniform than those for L/D = 6. 
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Developing Heat Transfer and 
Friction in a Ribbed Rectangular 
Duct With Flow Separation at Inlet 
The local heat transfer and pressure drop characteristics of developing turbulent 
flows in a rectangular duct with an abrupt-contraction entrance and repeated square-
rib pairs on the two opposite walls have been investigated experimentally. Both 
entrance-region and periodic-fully-developed-region results were obtained. Laser 
holographic interferometry was employed in the local and average heat transfer 
measurements. The Reynolds number was varied from 5.0 X 103 to 5.0 x 104; the 
rib pitch-to-height ratios were 10, 15, and 20; and the rib height-to-duct height ratio 
was kept at a value of 0.13. The results allowed the entry length to be determined 
and the regions susceptible to hot spots to be located. Semi-empirical heat transfer 
and friction correlations for the periodic fully developed region were developed. 
Moreover, performance comparisons between the ribbed and smooth ducts were 
made under two types of constraint, namely equal mass flow rate and equal pumping 
power. Finally, the effect of thermal entry length on the length mean Nusselt number 
was also investigated. The results showed that the length mean Nusselt number ratio 
was a function of only the duct length and independent of PR and Re, and could 
be further correlated by an equation of the form Num/Nup = 1 + 1.844/(X/De). 

Introduction 
A well-known method to improve the heat transfer from a 

surface is to apply turbulence promoters or roughness elements 
to the surface. A number of reports (Dipprey and Sabersky, 
1963; Webb et al., 1971; Lewis, 1975; Han et al., 1985) have 
been published on the heat transfer characteristics in channels 
or pipes with roughness elements on the walls for forced con
vection. However, these investigations consider the fully de
veloped heat transfer situation only and actually most practical 
applications include not only the fully developed region, but 
also the developing region, where the development of hydro-
dynamic and thermal boundary layers is very strongly influ
enced by the character of the typical duct entrance. For example, 
in typical turbine-airfoil cooling passage applications the en
trance, far from being a nozzle, is a nearly abrupt contraction. 
In this case there is a separated flow at the entrance with 
sufficient vorticity shedding into the mainstream that the heat 
transfer rate is very much higher than what would be obtained 
in a developing turbulent boundary layer where the turbulence 
originates from the surface. In addition, the configurations of 
the internal cooling passages of the turbine airfoils are rela
tively short (typically L/De = 10-15). Thus, the effect of 
thermal entry length on the length mean Nusselt number (Nu,„) 
of the ribbed channel with an abrupt-contraction entrance may 
be significant. However, there is no report of such a study in 
the open literature. In this paper, the effects of the thermal 
entry length, the rib parameter, and the flow parameter on the 
length mean Nusselt number will be investigated for the first 
time. Furthermore, it is of importance whether the hot spots 
occurring in a long ribbed duct with periodically fully devel
oped flows (Lockett and Collins, 1990; Liou and Hwang, 1992) 
still hold in the case of developing flows. This has not been 
reported before and will be studied in this work. 

To provide perspective for the foregoing paragraph, the 
relevant literature about turbulent flows of ribbed ducts with 
abrupt-contraction entrances will be briefly reviewed. Sparrow 
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and Tao (1983, 1984) systematically investigated the effects of 
the Reynolds number (1.0 x 104 < Re < 4.5 x 104), the rib 
pitch-to-height ratio (PR = 9.15, 18.3, and 36.6), and the rib-
to-duct height ratio (H/2B = 0.082 and 0.164) on the mass 
transfer coefficients and friction factors for developing and 
periodic fully developed duct flows with ribs arranged both 
on the two opposite walls and on one wall only. The duct inlet 
was sharp edged. The local as well as cyclic average Sherwood 
numbers (Sh) were determined by using the naphthalene sub
limation technique. The rib turbulators were of a circular cross 
section, and the rib angle of attack (a) was kept at 90 deg. It 
was found that the fully developed Sherwood numbers for 
two-sided ribbed duct exceeded those for a one-sided ribbed 
duct, typically by about 40 percent; and higher performance 
(under the same pumping power) was attained with two-sided 
ribs than with one-sided ribs. Han (1988) reported experiments 
to determine the effect of the channel aspect ratio (W/B 
= 1/4,1/2, 2, and 4) on the distributions of local heat transfer 
coefficients in rectangular channels with two opposite ribbed 
walls for turbulent flows under sudden entrance conditions. 
Both the local and the average Nusselt numbers were measured 
by the thermocouple technique and the resistance (stainless 
foil) heating method. The ribs were of a square cross section. 
The results showed that the increased ribbed-side-wall heat 
transfer with a smaller aspect ratio channel was higher than 
that in a larger aspect ratio channel for a constant pumping 
power; however, the increased average heat transfer was slightly 
lower. Another important finding in his work showed the local 
Nusselt numbers became uniformly periodic between ribs in 
the axial direction at about X/De > 3. Employing the same 
measurement technique and method, Han and Park (1988) 
further investigated the combined effects of the rib angle of 
attack (a = 90, 60, 45, and 30 deg) and the channel aspect 
ratio (W/B =1,2 , and 4) on the local heat transfer coefficients 
for the same flow patterns as used by Han (1988). In their 
study, it was found that the best heat transfer performance in 
the square channel {W/B = 1) with angled ribs (a = 30-45 
deg) was about 30 percent higher than with the transverse ribs 
(ce = 90 deg) for a constant pumping power; however, that in 
the rectangular ducts (W/H - 2 and 4) at a = 30-45 deg was 
only about 5 percent higher than at a = 90 deg. Metzger et 
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al. (1990) performed an experimental study on the local con
vection heat transfer characteristics in square cross-sectional 
channels containing roughness ribs set at various angles and 
orientations to produce single- and double-cell secondary flows 
superposed on the main streamwise flow. The ribs were of a 
square cross section. In their work the authors utilized the 
melting patterns of thin replaceable coatings on the test sur
faces in the presence of a heated air stream to determine local 
surface heat transfer rates. The most prominent features of 
the results in their study were the superior heat transfer per
formance associated with 'rib patterns producing a two-cell 
secondary flow and the significantly superior performance of 
the 60 deg, two-cell pattern. Note that in their study the per
formance was under the constraint of constant mass flow rate. 

The present investigation is concerned with the heat transfer 
enhancement and friction characteristics in an abrupt-con
traction-entrance rectangular duct with two opposite ribbed 
walls. The ribs are of a square cross section. The experimental 
technique used in this work is the laser holographic interfer-
ometry (LHI), which is in contrast to the conventional methods 
of aforementioned thermocouple, naphthalene sublimation, 
and melting point surface coating techniques, and has not been 
applied to such a problem. This technique not only is non
invasive and whole-field in character, but it also allows direct 
determination of the convection heat transfer to the working 
fluid. Thus, the heat losses (containing conductive and radia
tive losses) that usually exist in the heat transfer experiments 
can be characterized, quantified, and corrected. The study will 
be focused on two regions of the duct, namely: (1) the entrance 
region where the velocity and temperature profiles are simul
taneously developing, and (2) the periodic fully developed re
gion far away from the inlet of the duct. The geometric and 
flow parameters are the rib pitch-to-height ratio (PR) and the 
Reynolds number (Re). This study has three objectives: First, 
experiments are carried out to determine both the entrance 
and the fully developed local heat transfer and pressure coef
ficient distributions, which yields the evaluation of periodic 
average Nusselt numbers and friction factors so that compact 
correlations can be developed in terms of rib and flow param
eters. Detailed measurements of local pressure coefficient dis
tributions of developing associated with fully developed flows 
for the problem studied have not been made previously. Then, 
by employing the basic heat transfer and pressure drop data, 
a performance analysis is made, which yields comparisons 
between the ribbed ducts investigated and the classical smooth 
duct. The analysis is carried out for two sets of constraints, 
namely for (1) equal mass flow rate, and (2) equal pumping 
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power. These comparisons enable definitive conclusions to be 
drawn about the effectiveness of the periodic ribs as an en
hancement technique. Finally, of importance, the effects of 
thermal entry length on the length mean Nusselt number of 
the ribbed duct, which is highly desired for the design of turbine 
airfoils, and has not been studied before, will be investigated. 

The Experiments 

Flow System. The open-loop flow circuit shown in Fig. 1 
was operated in the suction mode and oriented horizontally. 
Air was drawn into the test section from the temperature-
controlled laboratory room. After traversing of the test section, 
the air flowed subsequently through a flow straightener, a 
rotameter, and a bellows, and then was exhausted by a 3 hp 
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air conductivity 
wetted length in one pitch 
local Nusselt number 
average Nusselt number 
length mean Nusselt number 
ambient pressure 

P 
Pi 

PR 

Pr 
Q 

q" 
Re 

Re* 

S 
Sh 
T 
1 m 

T 
1 m 

= pressure 
= rib pitch 
= rib pitch-to-rib height ratio 

= P.-/H 
= Prandtl number 
= quantity of heat given to air 

from entrance to the consid
ered cross section of the duct 

= local wall heat flux 
= Reynolds number = U'De/v 
= smooth-duct Reynolds num

ber, Eq. (9) 
= fringe shift 
= Sherwood number 
= local bulk mean temperature 

of air 
= average bulk mean tempera

ture of air 

T = 
T = 
U = 
W = 
w = 
X = 
Y = 
Z = 
a = 
X = 
v = 

P = 

local wall temperature 
average wall temperature 
axial mean velocity 
half-width of channel 
rib width 
axial coordinate 
transverse coordinate 
spanwise coordinate 
rib angle of attack 
wavelength of laser light 
kinetic viscosity of air 
air density 

Subscripts 
/ = 

P = 
r = 
s = 
w = 

fringe order index 
periodicity 
reference 
smooth duct 
wall 
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Fig. 2 Sketch of configuration, coordinate system, and dimensions of 
the test section 

blower. The blower was situated in a service corridor outside 
the laboratory to insulate the vibration, and its discharge 
(heated air) was vented outside the building. The upstream end 
of the test section was connected with a plexiglass plenum, 
which ensured the air entering the test duct had an abrupt-
contraction-entrance condition. The contraction area ratio be
tween the pleum and the test duct was 11.25. This inlet con
dition was arbitrarily selected (Han, 1988) to simulate turbine 
cooling channels because the actual turbine cooling channels 
may have a wide range of inlet configurations, which depend 
on the specific design. 

Instrumentation. The optical circuit of the laser holo
graphic interferometry (Fig. 1) and its experimental procedure 
were described in detail by Liou and Hwang (1992), and will 
not be further elaborated on in the present paper. It is note
worthy that a combination of a holographic film plate holder 
and a liquid gate was used to provide in-place development of 
film plate as required for subsequent real-time work. The pho
tographic emulsion 8E56, made by Agfa-Gevaert Limited, was 
found to be a suitable material for the present work. Through 
a CCD camera, the instantaneous interference field was mon
itored on a multisync monitor and recorded on a VHS video-
cassette recorder for storage and further image processing. 

In addition to flow field temperature measured by LHI, the 
wall temperature of the heated duct was further measured by 
thermocouples. A Yokogawa DA-2500 hybrid recorder and a 
PC-AT were used for temperature readings and recordings. 
To measure static pressure, a microdifferential transducer 
(Kyowa, PDL-40B, ±0.1 percent) was connected to each pres
sure tap on the duct wall. The measured pressure signal was 
subsequently amplified by a Kyowa WGA-200A amplifier and 
read from a digital readout. 

Test Section. The configuration, coordinate system, and 
dimensions of the test duct and the associated plenum are 
sketched in Fig. 2. The test duct consisting of two principal 
walls (the top and bottom walls of the duct) and two side walls 
was 1200 mm long and had a rectangular cross section 160 
x 40 mm2 (X-Y plane), i.e., an aspect ratio of 4:1. Each 
principal wall, fabricated from a highly polished aluminum 
plate, was covered by brass ribs with size of 5.2 x 5.2 mm2. 
Aluminum plates and brass ribs were adopted in this work for 
their high conductivity and easy machinability. Two thermo-
foils of thickness 0.18 mm emit heat to the top and bottom 
walls of the test section, respectively. Each thermofoil was 

adhered uniformly between the aluminum plate and fiberglass 
board, and could be controlled individually by a 60-W d-c 
power supply for controllable electrical, heating to the test 
section. Additionally, the heated plates were insulated by 20-
mm-thick balsa wood to prevent heat loss. The side walls of 
the entire heated test duct were made of plexiglass plates to 
provide optical access for laser holographic interferometry 
measurements. The construction of the ribbed walls was dis
played in detail in Fig. 2. 

Experimental Conditions. As shown in Fig. 2, the inter -
ferograms were taken for the regions of 0 < X/De < 2.0, 1.7 
< X/De < 3.7, 3.2 < X/De < 5.2, and 7.0 < X/De < 9.3, 
respectively. The first three were situated in the developing 
region and the last one was situated in the fully developed 
region. It was one rib pitch (Pi) from the duct entrance to the 
first rib pair. The entire test section was mounted on a modified 
milling machine with four vibration-isolation mounts to allow 
vertical and horizontal movement, and hence successive scan
ning of the expanded object beam. Additionally, for wall tem
perature measurements the regions corresponding to the 
interferometric measurements were instrumented with 90 cop-
per-constantan thermocouples (68 for the developing region 
and 22 for the fully developed region) distributed along the 
centerline of the heated plate and ribs. The junctions 0.2 mm 
in diameter were cemented into small holes drilled into the 
back side of the heated plate approximately 1.0 mm from the 
front surface. 

The measurements of centerline pressure distributions for 
the developing flows were carried out by a Pitot tube, which 
was inserted from the side wall of the test duct to transverse 
across and along the flow direction. Also, five pressure taps 
were used for static pressure drop measurements across the 
fully developed region of the test duct. The pressure taps were 
drilled at intervals of 10.4 cm, with the first tap 45 cm from 
the duct inlet. The pressure drop of the present study was 
based on the adiabatic conditions. 

Further, to study the effects of various parameters on the 
fluid flow and heat transfer characteristics of ribbed ducts, 
the Reynolds number (Re) in this study, based on the duct 
hydraulic diameter and bulk mean velocity, extended from 5.0 
x 103 to 5.0 x 104; the ratios of rib pitch to height (PR) were 
10, 15, and 20; while the rib-to-duct-height ratio (H/2B) was 
kept at a value of 0.13. 

Data Reduction and Uncertainty Analysis 
The distributions of the centerline pressure drop for the 

developing ribbed-duct flows were normalized by the fluid 
dynamic pressure as 

Cf= (Px-P0)/(PU2/2) (1) 

where P0 is the ambient pressure, and Px, the static pressure 
of channel spanwise midpoint at axial station of X from duct 
entrance. It is of interest to note that the variance of pressure 
difference in the channel spanwise (Z) and transverse (Y) di
rections is very slight (about 6 percent in scatter). This obser
vation coincides with that pointed out by Han et al. (1985), 
which states that the pressure difference is almost the same 
when measured from the pressure taps, either on the ribbed 
wall or on the smooth side wall. 

The following equation is used to calculate the friction fac
tors in the fully developed region of the duct: 

/ = ( - dP/dX)De/(pU2/2) (2) 
In this expression, dP/dX is an axial pressure gradient, which 
is evaluated by taking the ratio of the pressure difference AP 
between corresponding points (pressure taps) of successive 
cycles and the rib pitch. The maximum uncertainties of C/ and 
/are estimated to be less than 6.2 and 7.1 percent, respectively, 
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by the uncertainty estimation method of Kline and McClintock 
(1953). 

It is necessary to insure that the temperature distributions 
along the test section width (Z direction) in the flow field are 
two dimensional because the holographic interferometry is 
based on the integral of the spanwise refractive-index change. 
The significant errors usually encountered in the interfero-
metric experiments are not only due to the end effect, which 
is caused by deviation from two dimensionality of the actual 
temperature field, but also due to the refraction effect. The 
refraction-effect error is caused by a bend of the light beam, 
which results from the presence of a density gradient normal 
to the light beam. It increases with increasing disturbed length 
(Z direction). Thus, if an experimental apparatus is designed 
to minimize the end-effect error (increasing the optical path 
length), the refraction-effect error may be large, and vice versa. 
For a reasonable combination of the end-effect and refraction-
effect errors, the channel aspect ratio employed in this work 
is 4:1. The same aspect ratio is used by Walklate (1981) for 
the study of two-dimensional thermal boundary layers and by 
Lockett and Collins (1990) and Liou and Hwang (1992) for 
the studies of rib-roughness channel flows. By using the in
terferometry error analysis suggested by Goldstein (1976), it 
is found that the resulting errors in the fringe (or temperature) 
shift due to the end effect and the refraction effect are about 
8 and 4.2 percent, respectively. Nevertheless, the two dimen
sionality of spanwise temperature profile of the flow field is 
checked by thermocouple probing in this study. The scatters 
in spanwise direction are less than 6 and 9 percent of the channel 
spanwise average temperature for the fully developed and de
veloping regions, respectively. To determine the temperature 
field described by the interferogram, the equation of interfer
ometry for a two-dimensional incompressible flow is as follows 
(Hauf and Grigull, 1970): 

S, -S / _ ,=27> /> f .C . ^ . ( l / 7 i , - l / 7 i . _ 1 )A (3) 

where S,--S,-_i is the fringe shift, S,- the fringe order, C the 
Gladstone Dale constant, and pr the air density evaluated at 
reference temperature Tr. By setting S/-5,-_i = 1, the tem
perature differences TSj - 7s associated with each fringe 
are determined. A list of typical Ts. - Ts. l versus S: -£,•_! was 
given by Liou and Hwang (1992). Knowledge of at least one 
temperature and the temperature difference in the region of 
interest will provide the approximate heat transfer feature from 
wall to air. 

The convection heat transfer coefficient can be presented in 
terms of the local Nusselt number Nu, which is defined as Nu 
= h'De/kf. Also, the local heat transfer coefficient h may be 
expressed in terms of the measured temperature gradient at 
the heated wall and the wall temperature. Thus, 

Nu = h.De/kf= - (dT/dY)„'De/(Tw- Tm) (4) 

The local wall-temperature gradient, (dT/dY)w, was obtained 
by using a second-order, least-square curve fit to the measured 
temperature field. The local wall temperature of the heated 
plate and ribs, Tw, was read from the output of the thermo
couples. The local bulk mean air temperature is calculated 
from Tm = Tin + Q/(Gcp), where Q is the quantity of heat 
given to air from the entrance to the considered cross section 
of the duct and can be obtained by the integrated form of 
\l[kj{dT/dY)w'2W\dX. The Nu thus obtained is estimated to 
have an uncertainty less than 6.5 percent. It is worthwhile to 
notice that the heat input into the fluid is highly localized, due 
to the existence of ribs, and the idealized circumstance of 
perfectly isothermal or isoflux over the heated wall, with uni
form heat flux over the thermofoil, clearly does not arise in 
the experiments. Further, the average Nusselt number Nup for 
the periodically fully developed region can be evaluated by 
two independent methods. In the first approach, Nup is defined 
in terms of the average wall temperature T„ as: 

NU/J = hDe/kf= qcom'De/[kf( Tw- Tm)] 

= f ' (dT/dY)wdX.De/[Lh(Tw-Tm)] (5) 

where Lh is the wetted length of heated surface in one rib pitch, 
Tw is the average wall temperature in one pitch, and the average 
bulk mean air temperature, Tm, is evaluated as (\ohTmdX)/L/,. 
In the second method, the average Nusselt number, Nup, is 
determined by a simple area-weighted average of the local 
Nusselt number. In other words, Nup = \oh~Nu>dX/Lh. The 
availability of the above approach is because the local wall-
to-mean temperature difference, (T„ - T„,yl in Eq. (4), is 
substantially identical and nearly independent of axial station 
(X) in one rib pitch. A close agreement (about 5 percent in 
difference) is obtained between the average Nusselt numbers 
determined by the two methods. This fact suggests that the 
Nusselt number for the turbulent ribbed-duct flows at Pr 
= 0.7 (or higher) is relatively insensitive to a variation of 
surface temperature and heat flux in the flow direction. The 
conclusion was also addressed by Kays and Crawford (1980) 
for the turbulent smooth-duct flows. The maximum uncer
tainties of Nup obtained by the two methods are estimated to 
be less than 9.6 and 9.9 percent, respectively. It is interested 
to note that the net convective heat transfer rate, gcom, can 
also be estimated by subtracting the heat losses (containing 
conductive and radiative losses) from the supplied electrical 
input. The values of #ccmv obtained by interferometry and the 
energy balance method are found to agree closely with each 
other, typically about 12 percent in difference. 

Results and Discussion 

Pressure Distribution. In a periodic ribbed duct as is con
sidered here, the flow patterns (containing mean velocity and 
turbulence intensity) repeat themselves cyclically in the fully 
developed region, and this was verified by Liou and Lin (1988) 
by using LDA. Similarly, the pressure has certain periodic 
characteristics. In the periodic region the pressure differences 
between X, and Xt + P„ Xy + P, and X{ + 2Ph X{ + IP, 
and X\ + 3Pj, ..., etc., are identical. That is, if the pressures 
at points Xu Xx + Ph Xx + 2P„ Xx + 3PU ..., are plotted, 
they will fall on a straight line. This is shown in Fig. 3, which 
is a plot of centerline pressure coefficient (CJ) versus nondi-
mensional axial station (X/H) for PR = 10, 15, and 20. In 
considering Fig. 3, it is helpful to take note of the solid-square 
symbols along the abscissa of each graph, which serve to in
dicate the axial positions of the ribs. It could be seen from 
this figure that the hydrodynamic development length was 
rather short (about X/De = 2.5, 2.5, and 3 for PR = 10, 15, 
and 20, respectively). Downstream of a hydrodynamic devel
opment length, the measured centerline pressures for the axial 
stations of rib situation (solid circle) fell on a straight line and 
those 777 downstream of rib (open triangle) fell on another 
straight line, with the two lines being parallel. That is, different 
straight lines correspond to different choices of X\ within a 
pitch, but all straight lines have the same slope. Within a given 
pitch, the pressure distribution along the axial station of the 
pitch is not linear. Note should also be taken that the greater 
the value of PR, the flatter (although slightly) the straight line. 
Further, the data of Fig. 3 may suggest that the flow devel
opment is almost immediate for small PR and the entrance 
region can probably be neglected. With regard to the thermal 
development, however, the effect of the thermal entry length 
on the mean heat transfer coefficient is substantial because of 
the high conductance in the developing region. This will be 
demonstrated below. 

Isotherm Patterns. Owing to space limitations, only four 
representative interferograms are presented here. Figures 4(a) 
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Fig. 3 Measured centerline pressure coefficient distribution for PR 
= 10, 15, and 20 

and 4(b) illustrate the effect of Reynolds number on the de
velopment of thermal boundary layer in the entrance region. 
In these figures, isothermal lines are shown for a fixed rib 
pitch, PR = 10, and two values of the Reynolds number, Re 
= 12,600 and 33,000. It is qualitatively observed from these 
two pictures that the thermal boundary layer thickness is in
versely related to the mass flow rate. Both pictures also show 
that the effects of flow separation, recirculation, and reat
tachment caused by the abrupt-contraction inlet of the duct 
appears in the form of the dome-shaped isotherm patterns near 
the duct inlet. The effect of PR on the development of thermal 
boundary layer of the ribbed-duct flow is seen from Figs. 4(a) 
and 4(c). The Reynolds number is kept at a value of 12,600. 
The aforementioned dome-shaped isotherm patterns caused by 
the duct inlet do not seem to be affected by PR. Figure 4(d) 
is a typical interferogram of the periodic fully developed region 
of the ribbed-duct flow for PR = 10 and Re = 12,600. From 
Fig. 4(d) it is found that the cyclic isotherm patterns happen 
between the successive rib pairs. From the information of 
complete air temperature distributions given by the interfer-
ograms, the local heat transfer coefficients of the heated walls 
can be calculated, and this will be discussed below. 

Local Heat Transfer. Before initiating experiments with 
ribbed ducts, the local Nusselt numbers were measured for a 
smooth duct and compared with the results given in the lit
erature, as shown in Fig. 5(a). In Sparrow and Cur (1982), the 
data were based on the local measurements of the flow in a 
high-aspect-ratio rectangular channel (W/B = 18) with a sharp 
entrance by using the naphthalene sublimation technique. In 
Han (1988), the results were obtained for a turbulent flow in 
a rectangular duct with a sharp entrance by using the ther
mocouple technique. The local heat transfer results are pre
sented as the_ stream wise distributions of the Nusselt number 
ratio, Nu/Nu,. An overall examination of the figure reveals a 
familiar trend, namely, large heat transfer coefficients near 
the leading edge of the duct inlet followed by a rapid decrease, 
then an increase up to a local maximum, finally a decrease 
approaching the fully developed values. The relatively large 
initial values of Nu/Nu5 are due to the large temperature gra
dients near the leading edge of the duct inlet. The direct im
pingement of the reattaching flow from the duct inlet on the 

Fig. 4(a) Re = 12,600, PR = 10, 0 < XID„ < 2.0 

Fig. 4(o) Re = 33,000, PR = 10, 0 < XI De s 2.0 

Fig. 4(c) Re = 12,600, PR = 15, 0 < X/D, < 2.0 

Fig. 4(d) Re = 12,600, PR = 10, 7.0 < XID, < 9.3 

Fig. 4 Examples of holographic interferometry of developing and pe
riodic fully developed duct flows 

duct wall produces the second peak values of Nu/Nus, while 
the growth of thermal boundary layer and resulting decrease 
in temperature gradients are responsible for the subsequent 
lower values of Nu/Nus. It is interesting to note that all of 
the three studies show that the flow reattachment is attained 
at about 0.35 ± 0.05 De (or 4.3 ± 0.6//) from the duct en
trance. In the developing region with 1 < X/De < 4, the 
present data agree qualitatively with those of Sparrow and Cur 
(1982) and Han (1988). In the region about X/De = 8, the 
present data agree fairly well with those of Sparrow and Cur 
(1982) and Han (1988). It should be noted that both the present 
results and Han's data (1988) reveal that the maximum values 
of heat transfer coefficient happen both at the point near the 
leading edge of the duct and near reattachment. The smooth-
duct results prove that the test sections are reliable to reproduce 
data for the cases when the periodic ribs are applied. 

The distributions of the local Nusselt number ratio of the 
ribbed-duct flows along the axial direction are presented in 
Fig. 5(b) for Re = 12,600 and PR = 10, 15, and 20. In the 
regions of optical views (Fig. 2), the local Nusselt numbers are 
determined at up to 12 stations for every rib pitch (3 stations 
on rib top and 9 stations in interrib) along the axial line for 
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Fig. 5 Local Nusselt number ratio versus XIH in smooth and ribbed 
ducts 

the cases of PR = 10 (17 and 22 stations for the cases of PR 
= 15 and 20, respectively). The open-square symbols along 
the abscissa of each graph in Fig. 5(6) indicate the axial po
sitions of the ribs. It is useful_to address the general feature 
of the distribution of Nu/Nu s before comparing the three 
graphs in Fig. 5(b). In the upstream portion of the first rib, 
the general behavior of the three curves affected by the abrupt-
contraction inlet of the duct is similar to that of the entrance 
region of a smooth duct. While in the downstream portion of 
the first rib, the distributions of Nu/Nu s decrease slowly with 
increasing distance, settling into a periodic pattern just after 
the first few ribs. The periodically fully developed region can 
be defined as after the onset of the periodicity of the local 
Nusselt number distribution (Han, 1988; Sparrow and Tao, 
1984). From Fig. 5(b), it is seen that the periodicity of the local 
Nusselt number ratio is encountered after about X/De = 3 (or 
X/H = 40), and the corresponding regions are after the third, 
second, and second rib pairs from the abrupt-contraction inlet 
of the duct for PR = 10, 15, and 20, respectively. Similar 
trends were observed by Han (1988). The periodic distribution 
of Nu/Nu5 is shaped and controlled by the presence of the 
ribs. The nature of the periodic pattern is that the flow sep
arates from the wall when it encounters a rib and then reat
taches to the wall in the interrib region. After reattachment, 
the flow tends to redevelop with a consequent decrease in Nu/ 
Nus that is arrested when the next rib is encountered. With 
regard to the PR, the Nusselt number distribution is virtually 
unaffected but stretched or contracted along the streamwise 
direction. However, the average values of Nu/Nu_s will decrease 
slightly with PR, as will be seen later from the Nu„ correlation 
(Eq. (7)). 

The identification of poor heat transfer regions, which are 
called hot spots if Nu/Nu s < 1, is important to the design of 
the internal cooling passages of turbine blades. Under periodic 
fully developed conditions, the experimental studies of Lockett 
and Collins (1990) for single-ribbed-wall duct flows and Liou 
and Hwang (1992) for two-opposite-ribbed-wall duct flows had 
shown the hot spots often occurring in the regions around the 
rib's rear corners formed by the intersection of ribs and duct 
wall. However, whether the abovementioned hot spots still 
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Fig. 6 Heat transfer and friction versus Re for PR = 10, 15, and 20 

hold in the case of developing flows has not been addressed 
previously and is of practical importance since the turbine 
blades are usually rather short. Figure 5(b) clearly reveals that 
the hot spots do not arise in the regions of flow development 
(X/De < 3). 

Average Friction and Heat Transfer. Based on the local 
heat transfer and pressure distributions, it is found that the 
local Nusselt numbers have a periodic distribution and the 
pressure coefficients become linear between successive axial 
stations separated by a distance of rib pitch after X/H > 40. 
Therefore, the heat transfer and friction data in the region 
with X/H > 40 are used to provide the average Nusselt num
bers and average friction factors. In the present study the 
average Nusselt numbers and average friction factors are based 
on the average values in the region between X/H = 90 and 
X/H = 110. 

The Reynolds number dependence of average friction factor 
and Nusselt number for fully developed ribbed-duct flows with 
different rib pitches is depicted in Fig. 6, where the results of 
smooth ducts are also included for comparison. As expected, 
the average friction factor decreases with increasing Reynolds 
number, whereas the average Nusselt number increases with 
increasing Reynolds number. The results also show that, for 
a given Reynolds number, both the average friction factor and 
the Nusselt number decrease with increasing PR. In Fig. 6, a 
comparison of / and Nup distributions between the smooth-
duct flow and the ribbed-duct one reveals that the extent of 
increased toll in / i s a factor of 6-11, while the level of heat 
transfer augmentation is approximately 1.6-2.5 times Nu s for 
H/2B = 0.13, and the test ranges of PR and Re. The results 
shown in Fig. 6 generally agree with the previous data of fully 
developed ribbed-duct flows without the flow separation at 
inlet reported by Liou and Hwang (1992). 

The effects of Reynolds number (5.0 x 103 < Re < 5.0 
x 104) and rib pitch (PR > 10) on the average friction factor 
and Nusselt number can be well correlated by the power law: 

-0.369 / = 4.745 -Re" •PR' 

NU/; = 0.244.Rea656.Pi? -0.121 

(6) 

(7) 

The maximum deviations of the measured data from the 
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above correlations are 4.2 and 5.5 percent, respectively, for 
the friction factor and the Nusselt number. 

In general, the increase in the friction factor due to the 
ribbing is much greater than the increase of the Nusselt number, 
and / is more sensitive to the geometric parameters than is 
Nup. To assess the net benefit of using a periodically ribbed 
duct instead of a smooth one, performance analyses are ap
propriate, and will be illustrated below. 

Performance Analysis. The performance comparisons now 
presented are aimed basically at determining when it is useful 
to employ ribbed ducts (instead of smooth ducts) in practical 
applications. As mentioned before, comparisons under two 
different sets of constraint are undertaken. 

First, a comparison between the heat transfer performance 
of smooth and ribbed ducts is made for equal mass flow rate. 
This type of comparison is meaningful for an allocation where 
the pressure drop due to the heat exchanger is small compared 
to the overall pressure drop in the flow circuit or the pressure 
drop is not as important as heat transfer augmentation. 

The other set of constraints employed is equal pumping 
power. In situations where the cost of pumping power is a 
factor and the pressure drop across the heat exchanger is com
parable to the pressure drop in the remainder of the installation 
or the pressure drop is substantially as important as the heat 
transfer augmentation, the constraint of equal mass flow rate 
is not appropriate. In this case, it is more meaningful to fix 
the pumping power consumed in the two types of ducts under 
comparison. 

In order to impose the constraint of equal pumping power, 
it is necessary to find the relationship between the Reynolds 
number relative to the ribbed duct (Re) and the corresponding 
Reynolds number for the smooth duct (Re*) that yield the 
same pumping power. Intuitively, since the pressure drop in 
the ribbed ducts is large, it is expected that it takes a higher 
Reynolds number in the smooth duct to dissipate the same 
pumping power as in a ribbed duct. 

The relationship of the ribbed and smooth ducts for the 
same pumping power is directly obtained by the expressions 
GAP/p = (GAP/p)*. For fixed duct dimensions and equal 
thermophysical properties, it is readily shown that the con
straint of equal pumping power is reduced to 

/ . R e 3 = / . ( R e * ) 3 (8) 

Further, by combining the experimentally determined fric
tion factors of the enhanced configurations and those of the 
well-known Blasius equation for the smooth duct, Eq. (8) is 
a relation between Re and Re*: 

(9) Re*=/ / 3 .Re .[0,316.(Re*)"0-2 5]1 

The numerical results obtained from the solution of Eq. (9) 
are presented in Fig. 1(a). From Fig. 1(a), it is shown that, as 
expected, a ribbed duct has to be operated at a lower Reynolds 
number than smooth duct in order to achieve equal pumping 
power. It is interesting to note in this figure that the difference 
between the two Reynolds numbers is only slightly dependent 
on the pitch ratio PR. 

With Re* and Re information of Fig. 7(a), the corresponding 
Nusselt numbers of smootli ducts can be evaluated, and then 
the ratios Nu^/Nus and NuyNus determined and plotted in 
Fig. 1(b). Note that Nus correspondsjo Remand NuJ corre
sponds to Re*. In this plot, the ratio Nu^/Nu^ for the case of 
equal mass flow rate is much higher than the ratio Nup /Nu s 

for the case of equal pumping power. Moreover, it can be seen 
that, regardless of the set of constraints employed, the im
provement in Nusselt number ratios of the ribbed duct is more 
pronounced at low Reynolds numbers than at high Reynolds 
numbers, ranging from factors of 1.6-2.5 and 1.08-1.5 for the 
constraints of equal mass flow rate and equal pumping power, 
respectively. Furthermore, at the same rib height the depend-

Re_ 
xlO 

Nup 

Nu"s 

3.0 

2.0 

1.0 

PR I 10 15 20 H/2B=0.13 
| O A D W/H=1.0 

Ribbed Duct 

(a) 

Smooth Duct 

10 15 20 H/2B=0.13 W/H=1.0 

O A D Same Mass Flow Rate 
a A B Same Pumping Power 

(b) 

H/2B=0.164 

PR I 9.15 18.3 Sparrow & Tao(1984) 

3.0 

2.0 

1.0 

Nup 

Nus* 

1 

Re x l O " 4 

Fig. 7(a) Relationship between Re for ribbed ducts and Re* for smooth 
ducts (equal pumping power constraint); (b) comparison of constant-
mass-flow-rate and constant-pumping-power fully developed heat trans
fer coefficients for the ribbed and smooth ducts 

ence of Nug/Nu,s on PR is very mild, whereas the dependence 
of Nup/Nu,s on PR is significant. 

At the constraint of equal pumping power, a comparison 
of the present data with Sparrow and Tao's (1984) data is also 
made in Fig. 1(b). In their work the PR is 9.15 and 18.3, and 
the H/2B is 0.082 and 0.164; in the present work the PR is 
10, 15 and 20, and the H/2B is 0.13. Although the rib pitch 
and height between the two works are different, the qualitative 
trend is in reasonable agreement. 

Length Mean Nusselt Number. In turbine blade design, a 
mean conductance with respect to duct length, and thus a length 
mean Nusselt number, is generally of more utility than the 
local conductance and Nusselt number and has not been ad
dressed in the past. As mentioned before, the local Nusselt 
number ratios maintain the same periodic distribution after 
X/De > 3. Thus, for ducts with lengths greater than the entry 
length, it should be possible to express the length mean Nusselt 
Number in the form 

Num = [3£>e'Nud + (X- 3De)Nup]/X (10) 

where Nu</ is the mean Nusselt number obtained by the inte
gration of Nu from X = 0 to X = 3De and can be further 
correlated by an equation of the form 

Nurf = 0.352-Re a 6 6 3 . .«r (11) 
Furthermore, in combining the periodic fully developed results 
and the above equation, Eq. (10) becomes 

Nu,„/Nu„ = l+3.(1.443.Re0-0O7..«?0-015-

==1 + 1.844/(AVA,) 

l)/(X/De) (12a) 

(125) 

The length mean Nusselt number ratios are also presented 
as a function of duct length (X/De) for various Reynolds num
bers and pitch ratios in Figs. 8 and 9, respectively. In these 
figures, the results of the smooth ducts with nozzlelike and 
abrupt-contraction entrance are also included for comparison. 
The former is solved by direct numerical integration of the 
energy differential equation for a circular tube with constant 
surface temperature (Sleicher and Tribus, 1956). The latter is 
an experimental result that was carried out by Boelter et al. 
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Fig. 9 Effect of Re on the length mean Nusselt number distributions 

(1948) for flow in a circular tube with a sharp entrance and 
heated by condensing stream. It is seen that the behavior of 
these curves, which result from the ribbed duct with an abrupt-
contraction entrance, is similar to that of a smooth duct with 
a nozzlelike entrance; that is, the effect of the abrupt-con
traction entrance of the ribbed duct on the length mean Nusselt 
number ratio is not as substantial as that of the smooth duct 
with the same inlet condition. In fact, the mechanism that is 
responsible for large heat transfer coefficients near the abrupt-
contraction inlet of the duct, i.e., flow separation, recircula
tion, and redevelopment, occurs everywhere throughout the 
duct due to the presence of the periodic turbulence promoters 
on the walls. Therefore, the magnitude of Nup is comparable 
to the values of Nud in the developing region near the duct 
inlet. Thus, the distribution of length mean Nusselt number 
ratio of the ribbed duct with an abrupt-contraction entrance, 
which is normalized by the asymptotic value, is similar to that 
of the smooth one with a nozzlelike rather than with an abrupt-
contraction entrance. Moreover, Figs. 8 and 9 show that there 
is little influence of PR and Re on Nu,„/Nup. This is because 
the dependence of Nup and Nurf on the PR and the Re are 
largely identical. With regard to the effect of Re, a similar 
trend was obtained by Kays and Crawford (1980) for a smooth 
duct with a nozzlelike entrance in which the distributions of 
local as well as length mean Nusselt numbers are nearly in
dependent of Reynolds number for Pr = 0.7. As a last com
ment on these figures, it is worth noting that for a ribbed duct 
10-15 hydraulic diameters in length with an abrupt-contraction 
inlet, which simulates a typical internal cooling passage of 
turbine airfoils, the length mean Nusselt number is 12-18 per
cent above the asymptotic value; that is, there is a 12-18 percent 
effect of the entry length. 

Summary and Conclusions 
Turbulent developing heat transfer in a ribbed duct with an 

abrupt-contraction inlet has been studied by using laser hol
ographic interferometry. The duct has hot gas flowing outside 
and is cooled from the inside. The main contributions of the 
present work are: (1) to identify the fact that the local hot 
spots do not occur in the developing region of ribbed-duct 
flow, and (2) to investigate the effects of thermal entry length, 
flow parameter, and rib parameter on the length mean Nusselt 
number of the ribbed duct. The key conclusions are drawn 
from the data presented: 

1 Both axial distributions of the local Nusselt numbers and 
pressure coefficients revealed that the establishment of periodic 
fully developed regime was about after X/H = 40 (or X/De 

= 3), whereas the former showed cyclic repetition of local 
Nusselt number and the latter showed linear pressure distri
butions between successive axial stations, which were separated 
by one-pitch distance, as X/H > 40. 

2 The hot spots occurring in the regions around the down
stream concave corners of the ribs for the periodic fully de
veloped flows did not arise in the corresponding regions for 
the developing flows. This finding was not reported in the past. 

3 From the performance analysis, enhancements of the or
der of 60 to 150 percent were obtained with the ribbed ducts 
when compared with the smooth ducts at equal mass flow rate. 
When the comparison was at equal pumping power, enhance
ments in the range 8^50 percent were encountered. Moreover, 
the dependence of Nu p /Nu | on PR was very mild, while the 
dependence of Nup /Nu s on PR was significant. 

4 A compact correlation for the length mean Nusselt number 
was obtained for the first time for the developing flows in a 
ribbed duct with an abrupt-contraction entrance. The behavior 
of Nu^/Nup distribution for the ribbed duct with an abrupt-
contraction entrance was found to be similar to that of a 
smooth duct with a nozzlelike entrance, and was nearly in
dependent of PR and Re. 

5 For a ribbed duct with 10-15 hydraulic diameters of length, 
which was a typical length of the internal cooling passages of 
turbine airfoils, the length mean Nusselt number for the ab
rupt-contraction entrance revealed a 12-18 percent effect of 
the entry length. 
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Laminar Heat Transfer and Fluid 
Flow in the Entrance Region of a 
Rotating Duct With Rectangular 
Cross Section: The Effect of 
Aspect Ratio 
A numerical calculation has been performed for the simultaneously developing 
laminar velocity and temperature fields in the entrance region of an isothermal 
rectangular duct rotating about an axis perpendicular to the duct axis. The present 
paper particularly addresses the effect of the aspect ratio of the rectangular duct. 
The vorticity-velocity method with the power law scheme is employed to solve the 
governing equations for the flow and heat transfer. It is seen that pairs of coun-
terrotating vortices appear in the cross section of the duct. The number of vortex 
pairs depends on the aspect ratio of the duct. Under some circumstances, the number 
of vortex pairs varies with axial position. The numerically calculated stability bound
ary points for small aspect ratio show excellent agreement with the neutral stability 
curve, which was obtained by linear stability analysis. Friction factor and Nusselt 
number are presented as functions of axial position, and it is seen that they are 
strongly affected by the vortices. Comparisons with existing theoretical and exper
imental results are also presented. 

Introduction 
The analysis of heat transfer and fluid flow in channels 

subject to a spanwise rotation is important in the prediction 
of cooling requirements for the rotor blades in gas turbines 
and other rotating machineries (Dakin et al., 1978; Metzger 
et al., 1982). It is also relevant to a variety of geophysical 
problems (Hart, 1979; Pedlosky, 1982). Qualitative similarity 
is also found to the heat transfer and fluid flow in a curved 
channel by Dennis and Ng (1982). Although some of these 
applications, such as gas turbine blade cooling, would be tur
bulent flows, the present analysis addresses the laminar case. 
This is relevant in some applications (e.g., Hart, 1979; Speziale, 
1986) and is also of fundamental interest. A detailed literature 
review for rotating ducts is given by Jen et al. (1992a). Only 
the papers closely relevant to the present study are reviewed 
here. 

Hart (1971) employed linear stability analysis for the laminar 
flow regime, and made experimental measurements of critical 
conditions required for the onset of instabilities. He found 
that there existed a weak double-vortex secondary flow at small 
rotation speeds, and an instability existed in the form of 
longitudinal rolls of nondimensional wave number 5 at mod
erately high rotation speeds. Lezius and Johnston (1976) stud
ied the Taylor-type roll-cell instability for the laminar and 
turbulent flow in a rotating parallel plate channel. They used 
the linear stability analysis to predict the critical Reynolds 
number for which instability occurs, as a function of Rossby 
number. They found the critical value for laminar plane Pois-
euille flow occurred at a Reynolds number of 88.53 and a 
Rossby number of 0.5 with a wave number of 4.9. Jen et al. 
(1992b) presented a numerical analysis of the fully developed 
region in a rotating isothermal isosceles triangular duct with 
three different aspect ratios. For large apex angles the results 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 
1991; revision received February 1992. Keywords: Forced Convection, Numerical 
Methods, Rotating Flows. Associate Technical Editor: R. J. Simoneau. 

would be expected to approach the parallel plate case. In fact, 
it was found that their numerical calculations of stability limit 
curves for large apex angles did lie close to the stability curve 
obtained by Lezius and Johnston (1976) for laminar Poiseuille 
flow. Speziale (1982, 1986) and Speziale and Thangan (1983) 
studied the laminar flow in rotating rectangular ducts exten
sively. For constant axial pressure gradient, they calculated 
the velocities and showed the flow pattern qualitatively. Ac
cording to the flow characteristics, Smirnov (1978) divided the 
channel cross section into four regions, and used an asymptotic 
analysis to obtain the drag coefficient formula. This formula 
is in good agreement with experimental data for Rossby num
ber up to order unity. However, a more restricted condition 
(i.e., E1/4 « 7) was imposed, thus it is only valid for ducts 
with large aspect ratios. Hwang and Jen (1990) and Jen (1987) 
studied the fully developed laminar flow and heat transfer 
problem in rectangular ducts. The friction factor and Nusselt 
number were reported for a large range of parameters, and 
showed qualitative agreement with experiment. They also in
vestigated the effect of axial conduction for a fluid with small 
Peclet number. 

The earlier works almost all concentrated on the hydrody-
namically and thermally fully developed region. Reports of 
developing flows are very scarce, as indicated by Mori and 
Nakayama (1984). The available entrance region data, closely 
relevant to the present analysis, from both theoretical and 
experimental studies are now reviewed. Heat transfer meas
urements were carried out by Hwang and Soong (1988) in a 
rotating isothermal square duct for Reynolds number ranging 
from 717 to 16,000 and rotational Reynolds number from 20 
to 320, and by Soong et al. (1991) in rectangular ducts for 
aspect ratios 0.2, 0.5, 1, 2, and 5. Jen at al. (1992a) studied 
the heat transfer and flow field in the entrance region of a 
rotating isothermal square duct numerically by the vorticity-
velocity formulation. 

So far, little information is available for a rectangular duct 
in the simultaneously developing entrance region. The purpose 
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of the present investigation is to extend the previous work on 
square ducts (Jen et al., 1992a) to channels of aspect ratios 7 
= 0.2, 0.5, 2, and 5 to examine the effect of aspect ratio on 
the flow and heat transfer characteristics. It will be shown that 
pairs of counterrotating vortices appear in the cross section of 
the duct. The number of vortex pairs depends on the aspect 
ratio of the duct. Under some circumstances, the number of 
vortex pairs varies with axial position, and it will be seen that 
they are strongly affected by the vortices. 

In addition to these results, a slender duct (i.e., 7 = 0.1) is 
employed to find the boundary points of the stability curve. 
The results are found to be in excellent agreement with linear 
stability analysis. Comparisons with existing theoretical and 
experimental results are also presented. -€^ 

Fig. 1 Physical configuration and coordinate system 

Theoretical Analysis 

Consider the steady, laminar, developing forced convection 
flow in an isothermal rectangular channel rotating at a constant 
angular speed about an axis perpendicular to the channel 
longitudinal direction as shown in Fig. 1. A uniform inlet axial 
velocity Win = W and a constant inlet temperature Tin are 
imposed at Z = 0. The duct wall temperature is held constant 
at T„. The flow is assumed to be steady, constant property, 
and incompressible, and axial diffusion, viscous dissipation, 
compression work, and buoyancy are neglected. It is worth 
noting that centrifugal-buoyancy forces may not be neglected 
when the speed of rotation is large. Therefore, the present 
calculations will cover low to moderate rotational speed where 
centrifugal-buoyancy forces are relatively small. Note that once 
centrifugal-buoyancy force is neglected, the distance from the 
axis of rotation to the duct inlet is irrelevant. 

The axial and cross-sectional pressure gradients may be de
coupled by making the usual parabolic assumption (Patankar 
and Spalding, 1972). A modified pressure P, which includes 
the centrifugal force, may be defined as 

P(X, Y, Z) = P(Z) + P*(X, Y)+ \p(Z2+ Y2)Q2 (1) 

where P(Z) is the pressure averaged over the cross section at 
each axial location, and P* (X, Y) is the pressure variation in 
the X, Y direction, which drives the secondary flow. Now, 
having made the parabolic assumption, the nondimensional 
axial pressure gradient depends only on z, that is: 

9P ft N 
— =fiz) 
dz 

(2) 

where/(z) is determined by the constant flow rate constraint. 
The following dimensionless variables and parameters are 

introduced: 

X U V W 
X DP'y Df'

Z ReDJ 

(T- Tw) 

u=u;v=U;w-w: 

F p; (Tin-Twy 

~WDe QD1
 n v „ Re 

Re = e-, Ren = ^ , Pr = - Ro = - — = — -
v v a 2Ren 2UDe 

(3) 

W 

where 

P c = pReResi — )2 , (Jc=ReRen 
D, D, 

Wc=WReRen,De = 
AA 

The following governing equations can be obtained as in Jen 
et al. (1992a): 

du dv 
* = 

dy dx 

V ti
dy dxdz 

(4) 

(5) 

Nomenclature 

= [167
2 /(1 + 7)2K1/Ren) 

friction factor 
j 

= rj-p W2 

S 
T 

U, V, W 

A = cross-sectional area 
a = width of duct 
b = height of duct 

De = hydraulic diameter 
= AA/S 

E = Ekman number 

/ 

k = wave number 
Nu = peripherally averaged 

Nusselt number 
n = dimensionless normal di

rection coordinate 
P, p = pressure and dimension

less pressure 
v 

Pr = Prandtl number = — 
a 

WDe 
Re = Reynolds number = 

Refi = rotational Reynolds num

ber = 
QDi 

Ro = Rossby number = 
Re 

2Refi 

perimeter 
temperature 
velocity components in X, 
Y, Z directions 

u, v,w = dimensionless velocity 
components in x, y, z di
rections 
rectangular coordinates 
dimensionless rectangular 
coordinates 
thermal diffusivity of 
fluid 
aspect ratio = b / a 
dimensionless temperature 
defined in Eq. (3) 

X, Y,Z 
x,y, z 

y • = 

X = wavelength 
v = kinematic viscosity 
I = vorticity defined in Eq. 

(4) 
p = density 

TW = wall shear stress 
0 = angular speed 

Subscripts 

c = 
in = 
L = 

m = 
0 = 

w = 

characteristic quantity 
inlet quantity condition 
parameters defined by 
Lezius and Johnston 
(1976) 
bulk mean quantity 
condition without rota
tion 
condition at wall 
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Table 1 Grid convergence tests for various aspect ratios 

y 

Grid used 

Grid test 

Changes in 

fRe 

Nu 

atz = 1.89xl0"3 

Maximum error 

by halving Az 

fRe 

Nu 

0.2 

67x19 

97x28 

2.6% 

2.5% 

2.2% 

3.2% 

0.5 

46x22 

67x31 

0.7% 

1.0% 

1.3% 

1.7% 

2.0 

22x46 

31x67 

0.8% 

0.9% 

1.5% 

2.4% 

5.0 

19x67 

28x97 

1.2% 

0.8% 

2.1% 

3.5% 

v 2 = - a * 

ReRen 
9? a? di ,. 

UTL+V-TL+W-T- + £, 
dx dy dz 

dx dydz 

du 

dx 

(6) 

dv\ /, dwdu dwdv 

dydz 

= T- | + ^ : l + 2ReRef! 

dxdz 

dw 

d^dy2 dx 
(7) 

. dw dw dw 
KeR^uYx + vTy + wTz 

d2w dzw 

n n n , 38 dd dd\ 
PvReRso[u-+v-+w-)=J? + -d/ 

dx2 

d2e 

T J + ^ 7 (8) 

d2e 
(9) 

The solution depends on three independent parameters: Prandtl 
number (Pr), a combined Reynolds and rotational Reynolds 
number (ReRen), and Rossby number (Ro). The reasons for 
choosing this group of parameters were explained by Jen et 
al. (1992a). An additional constraint that will be used to de
termine/^) is that global mass conservation must be satisfied: 

1+7 „1+T 

On J, 

2l w,dxdy = (1+Y)2 

4-y 
(10) 

w. where w, = = has been defined for convenience. 
W 

The boundary conditions are: 

u=v=w-d = Q at walls, 

u = v = £ = 0, and w, = d=\ a t z = 0 (11) 

Following the usual definitions, the expression for the product 
of the peripherally averaged friction factor and Reynolds num
ber, /Re, can be written based on the axial velocity gradient 
at the wall: 

/Re 
" ( * ) . 

(12) 

The peripherally averaged Nusselt number, Nu, can be written 
based on the temperature gradient at the wall: 

1 /dd\ 
N u = - — — 

^ W w a U 
(13) 

where the overbar in Eqs. (12) and (13) means average around 
the perimeter. The quantity 6m is defined as 

(Tm-Tw) —*-(^f 
(1+Y)2 Jo J( 

2 7 

(Tin-Tw) 

where Tm is the mean temperature. 

wfidxdy (14) 

Method of Solution 
The governing equations are solved numerically by the vor-

ticity-velocity method for three-dimensional parabolic flow, 
along with the power law scheme (Patankar, 1980). The nu
merical procedures were described by Jen et al. (1992a) and 
will not be repeated here. 

Computational Tests and Details 

The uniform cross-sectional meshes used for the different 
aspect ratios are shown In Table 1. The full domain of the 
cross section is used, since some asymmetric flow patterns are 
observed and will be discussed later. The axial step size A z 
was varied from 10"5 near the duct entrance to about 2.56 x 
10"3 near the fully developed region; about 130 forward steps 
are needed to reach the fully developed region. Grid 
independence tests both in the cross-sectional direction and 
axial direction have been performed for denser grids, at mod
erately high rotational speed (i.e., ReReo, = 104, Ro = 1.0, 
which is equivalent to Re = 141.7 and Ren = 70.0) for various 
aspect ratios. The changes in predicted heat transfer and fric
tion coefficients for various aspect ratios are also shown in 
Table 1. The errors are seen to be small at z = 1.89 x 10"3, 
and become smaller further downstream. As an additional 
verification of the computational procedure, the hydrody-
namically developing flow was calculated without rotation. 
The results were compared with Shah and London (1978) and 
Curr et al. (1972). The apparent friction factors were found 
to agree within 2 percent at all axial stations for all aspect 
ratios. 

Results and Discussion 
In the presentation that follows, the secondary flow patterns 

and isotherms will be examined closely. Typical developing 
flow and single pair secondary flow patterns have been reported 
in a previous investigation (Jen et al., 1992a), and will not be 
repeated here. The roll-cell instability phenomenon will be 
discussed, and the comparison with linear stability analysis will 
be presented. The friction factors and Nusselt numbers for 
low and moderately high rotation speeds are shown, and com
parisons with both theoretical and experimental data are pre
sented. 

As shown in Fig. 1, a rectangular channel is rotating at a 
constant speed about the X axis. The fluid in the core region 
is driven in the negative Ydirection by the Coriolis force. The 
downward flow in the core region forces the fluid near the 
side walls to flow in the positive Y direction and a pair of 
counterrotating vortices is generated. There exist two kinds of 
boundary layers, Ekman layers at the side walls, and Stew-
artson layers at the top and bottom walls (Bennetts and Hock
ing, 1974). This makes a perturbation analysis possible for a 

1 single pair of vortices, which will be discussed later. In the 
present study, multiple pairs of vortices are observed for the 
high ReRen and moderate Ro regime, and changes in flow and 
heat transfer characteristics are also found as a result. The 
two-pair vortex phenomenon was reported by Jen et al. (1992a) 
for a square duct. Similar results are also observed for aspect 
ratios of 0.5 and 2, and are not repeated here. However, in 
order to demonstrate the asymmetric flow patterns, Fig. 2 
shows examples of this phenomenon for both y = 0.5 and 
2.0. The asymmetry of the second pair of vortices is quite 
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apparent. Further downstream, the flow will revert to one pair 
of vortices, resulting in a pronounced drop of friction factor 
and Nusselt number, which will be discussed later. It is worth 
noting that in general, Taylor-type instabilities exhibit stream-
wise oscillation in certain supercritical states, as shown by Coles 
(1965). The linear stability analysis usually assumes disturbance 
without dependence on the z direction. This oscillatory be-
.havior of vortices has its origin in the nonlinear inertia term. 
Therefore, in order to fully understand such effects, the non
linear Navier-Stokes equation must be solved without any 
linearization. 

Axial Development of Secondary Flow and Temperature 
The detailed development of secondary flow and tempera

ture for 7 = 0.2 is presented in Fig. 3. The parameters are 
ReRen = 105, Ro = 10. The first pair of figures (3a, b) shows 
the "rotational developing" region (Jenet al., 1992a), in which 
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Fig. 4 /Re/(/Re)0 versus z for Ro = 10 and 1 in rectangular channels 

the single pair of vortices is formed. The growth of the second 
pair of vortices is shown in the second pair of figures (3c, d). 
The distortion of the isotherms is pronounced. The cooler fluid 
flowing down in the center divides the high-temperature center 
core into two isolated halves. (It is noted that the imposed wall 
boundary condition 6 = 0 means the walls are "cold.") The 
heat transfer rate increases due to the mixing of the core hot 
fluid with the cold fluid near the wall. The third pair of figures 
(3e, f) presents the most interesting results. Note that a third 
pair of counterrotating vortices appears at x = 1.0 near the 
bottom of the channel. This flow shows a nonsymmetric dis
tribution of vortices, and suggests that the two-dimensional 
rolls are unstable. The following two pairs of figures (3g-j) 
make it clear that the longitudinal mode cannot be neglected. 
The growth and shifting of the third pair of vortices and iso
therms are clearly seen. There is an oscillatory instability su- • 
perimposed on the longitudinal rolls that is similar to the 
oscillatory instability of Taylor vortices (Coles, 1965). These 
results are further supported by Ravi Sankar et al. (1988). 
Their analysis showed that spatially periodic three-dimensional 
solutions are possible, and can be asymmetric about the mid-
plane in a square curved duct. Due to the similarity of flow 
behavior between curved ducts and rotating ducts, it is there
fore expected that similar results can also be obtained in the 
rotating duct case. 

Axial Variation of the Friction Factor and the Nusselt 
Number 

The wall shear stress is presented in terms of the friction 
factor ratio/Re/(/Re)0, where the subscript o denotes the quan
tity for fully developed forced convection without rotation. In 
the presentation that follows, chosen results for high Ro and 
moderately low Ro are given separately for various aspect 
ratios. Figures 4(a), 4(b) show the values of/Re/(/Re)0 versus 
dimensionless" axial distance z for the cases of Ro 
= 10, 1 with ReRen = 104 and 105. Figure 4(a) presents the 
axial variation of /Re/(/Re0) for ReRen = 104 and 105 with 
Ro = 10, which indicates a large ratio of Re to Ren. From 
the definitions of Re, Ren, and Ro, it is seen that holding Ro 
fixed while increasing ReRen is like simultaneously increasing 
the Reynolds number Re and rotational Reynolds number Ren 

at a fixed ratio of Re and Ren. Informally speaking, higher 
Ro means lower rotation speed, and vice versa. Four different 
types of line represent the different aspect ratios. In the absence 
of rotation, the friction factor would depend on the aspect 
ratio, with y = 0.5 and 2.0 yielding one curve, and y = 0.2 
and 5.0 yielding another. In the present calculations, the Cor-
iolis force effect is insignificant near the inlet, and it can be 
seen that the results do indeed fall along one of two curves 
(depending on aspect ratio), which correspond to the case of 
no rotation. As the Coriolis force becomes important, at about 
z = 10 - 3 or later, the/Re/(/Re)0 curves rise above the single 
curve for their respective aspect ratios. The "rotational de
veloping" (Jen et al., 1992a) flow region is then observed. 
Finally, a nominally constant friction factor is reached, which 
will be referred to as the fully developed flow region. It is 
obvious that larger ReReo, values increase the friction factor. 
For some cases, the roll-cell instability phenomenon is ob
served, and the corresponding increase in /Re/(/Re)0 is sig
nificant. There are two curves for which this phenomenon is 
observed, both for ReRen = 105, and y < 1. The friction 
factor ratio increases are 18 and 14 percent, for 7 = 0.2 and 
0.5, respectively. It is also worth noting that a strong oscillation 
in friction factor ratio is observed for the curve of 7 = 0.5. 
This is because of the appearance and disappearance of the 
second pair of vortices. The other curve for 7 = 0.2 shows a 
double step increase in friction factor ratio. The first and 
second steps are due to the generation of the second and third 
pair of vortices, respectively. 

Figure 4(b) demonstrates the friction factor ratio for Ro = 
1. If we examine both figures closely, it is easy to see that the 
stronger rotation (i.e., smaller Rossby number) forces the flow 
to develop much faster. For example, for the 7 = 5.0 curves 
at ReRen = 105, for Ro = 10 it takes abut 2.2 De to enter the 
rotational developing region, but for Ro = 1 it only takes 
about 0.22 De to reach the same region. Similarly, for the fully 
developed region, it takes about 28 and 4.5 De for Ro = 10 
and 1, respectively. It is also noted that stronger rotation speed 
tends to diminish the increase of the friction factor ratio due 
to the generation of the second pair of vortices. For Ro = 1, 
the increases in friction factor ratios for 7 = 0.2 and 0.5 are 
only 9 and 7 percent respectively. This is because higher ro
tation speed tends to stabilize the flow (Hart, 1971; Lezius and 
Johnston, 1976). 

Hwang and Jen (1990) show that aspect ratio 7 = 0.5 yields 
higher values of friction factor ratio than aspect ratio 7 = 5.0 
for the same value of ReRen. However, that calculation is only 
valid for small rotation speeds (i.e., Ro — 00). The present 
study agrees with this result for Ro = 10, but for Ro = 1 the 
yRe/(/Re)0 curve for 7 = 5.0 at ReRen = 10s lies above the 
curve for 7 = 0.5. It seems that as rotation speed increases 
the larger aspect ratio tends to have a higher friction factor 
ratio. 

Figures 5(a), 5(b) show the values of Nu/(Nu)„ versus di
mensionless axial distance z/Pr for the cases of Ro = 10, 1 
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with ReRen = 104and 10 . The Prandtl number used in the 
present analysis is 0.7. The effect of higher Prandtl number 
fluid was investigated by Jen et al. (1992a). As demonstrated 
by Jen et al. (1992a), the increases in Nusselt number in the 
fully developed region are significant in comparison with the 
no-rotation case. This shows that the rotation effect is strong. 
However, the use of the fully developed flow Nusselt number 
will tend to overpredict the heat transfer rate if the flow is in 
the thermal rotational developing region. A simple estimate 
of flow development length is performed for the channel of y 
= 2.0. It takes about 50 De and 25 De to reach the thermally 
fully developed region for ReRen = 105 and Ro = 10 and 1, 
respectively. In comparison, the flow becomes hydrodynam-
ically fully developed in only 15 De and 3 De for the same 
parameters (see Figs. 4a and 4b). This means that the flow 
development region is considerably shorter than the thermal 
development region. This reveals that the entrance effect for 
heat transfer is very important, especially when the duct length 
is not very large. This is particularly true for turbine blade 
cooling channels, in which the length of the cooling channels 
is usually less than 50 De. Although the flow in the turbine 
blade cooling channels is typically in the turbulent flow regime, 
the conclusions made here concerning the thermal development 
length are still valid (e.g., Wagner et al., 1991). 
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1976) 

It was shown by Hwang and Jen (1990) that y = 0.5 yields 
higher values of Nusselt number than 7 = 5.0 for the same 
value of ReRen, as Ro — c°. However, as shown in Figs. 5(a, 
b), the curves of 7 = 5.0 lie above the curves of 7 = 0.5 for 
both Ro = 10 and 1 in the fully developed region. 

From the curves shown in Figs. 4(a) to 5(6), the advantage 
of rotation is then very obvious: the stronger the rotation,the 
faster the flow and temperature fields develop. Due to the 
Ekman suction and Coriolis force effects, large velocity and 
temperature gradients are formed at side and bottom walls. 
These cause substantial increases in heat transfer rate. 

Comparison With Linear Stability Analysis 
A comparison with the neutral stability curve (Lezius and 

Johnston, 1976), which was obtained by linear stability analysis 
for laminar Poiseuille flow, is presented in Fig. 6. This analysis 
was for parallel plates, that is, 7 — 0. A higher instability 
curve would be expected for a finite-aspect-ratio channel. A 
similar situation was also demonstrated by Jen et al. (1992b) 
for an isosceles triangular channel with 7 = 0.287 (i.e., with 
apex angle equal to 120 deg). These neutral stability points are 
indicated with triangles in the figure. Their results showed the 
tendency of approaching the laminar Poiseuille flow case as 
7 - 0 . 

In the present numerical analysis, the flow is defined to be 
unstable when more than two vortices appear in the cross 
section of the duct. For the channel aspect ratio 7 = 0.2, the 
discrete points of the numerical simulation indicate that the 
neutral stability curve is far above the laminar Poiseuille flow 
case, as expected. However, the results for 7 = 0.1 (a more 
slender duct) are in excellent agreement with the results of 
Lezius and Johnston (1976). Note that the black square sig
nifies that the point is unstable, and the empty square signifies 
that the point is stable. In particular, we obtain a critical point 
that lies between Ret = 110 and 80 at RoL = 0.5. These values 
bound the value of the critical Reynolds number, Rec,/, = 88.53 
at Ro/. = 0.5 obtained by them. The subscript L denotes the 
parameters defined by Lezius and Jonston (1976). Their critical 
wave number (i.e., k = 2TT/X) was then found to be 4.9, in 
comparison to the present computation of 4.6. The wave num
ber in the present analysis is based on the number of vortex 
pairs in the cross section of the duct. The corresponding av
erage wavelength is then found to compute the wave number. 
Note that the presence of the side walls of the duct tends to 
stabilize the flow; thus a lower wave number is expected. Ex
ploratory runs for smaller aspect ratio (i.e., 7 = 0.05) have 
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been performed. The boundary points of the stability curve 
are still bounded by the same values of Re and Ro that were 
obtained at 7 = 0.1. The critical wave number for 7 = 0.05 
is then found to be 4.8. This shows the critical wave number 
does approach the value of 4.9 obtained by Lezius and John
ston (1976). From the data shown in this figure, we feel that 
the results are quite encouraging and highly support the ac
curacy of the results obtained by the present numerical scheme. 

Comparison With Theoretical and Experimental Results 
The first comparison to theoretical results is a qualitative 

assessment of the thickness of the Ekman and Stewartson 
layers. In the fully developed flow region, the cross section 
can be divided into four regions. The central region is the 
constant-velocity core, with dimension O(l). The regions near 
the side wall are the Ekman layers with thickness of 0(E1/2). 
The regions near the upper and lower walls have Stewartson 
layers with characteristic thicknesses 0(E1/4) and 0(E1/3) (Ben
netts and Hocking, 1974; Hocking, 1967). In the present study, 
the layer thicknesses are determined as the distance from the 
wall to the location of maximum velocity. It is observed that 
the orders of magnitude of the thicknesses of these layers are 
in agreement with these theoretical analyses. 

Smirnov (1978) employed the asymptotic method with known 
characteristic layer thicknesses to obtain the axial velocity dis
tribution and then found the drag coefficient formula for fully 
developed flow. After transformation to the present param
eters, the final form for the friction factor is 

/Re = 8£ 
(1 + 7)

2E1/2(1 - E1/4/7 - E1/2 + 0(E3/4)/7) 
(15) 

where E is the Ekman number. This formula is in good agree
ment with experimental data for Ro of order up to unity. 
However, a more restricted condition was imposed on the value 
of E at which this formula is valid, as follows: 

E 1 / 4 « 7 (16) 
Thus, this equation is valid only for large aspect ratios. The 
present computations of/Re in the fully developed region for 
aspect ratios 7 = 2 ,5atRo = 0.5 and 1.0 are shown in Fig. 
7. These results are in excellent agreement with this analytic 
formula except for large E values. This is simply because of 
the restriction of Eq. (16). It is seen that Eq. (15) predicts 
unrealistic behavior when Ekman number exceeds around 0.1. 
Experimental evidence has also shown that this formula over-
predicts /Re as the Ekman number becomes large, or the ro
tation speed is small (Smirnov, 1978). 

Because of the lack of experimental data in both the fully 
developed and developing regions of isothermal rectangular 
ducts, the present numerical computation is compared with 
the only existing rectangular duct data presented by Soong et 
al. (1989) at L/D = 30. Figure 8 shows the values of Nu,„/ 
NuD versus Ren at different Reynolds numbers. The solid lines 
in the figure denote the present numerical analysis. The analysis 
and experiment show the same trend of nonmonotonic de
pendence on aspect ratio. The Nusselt number increases with 
increasing 7 up to 7 = 2.0, and then decreases for 7 = 5.0. 
However, the analysis does not show precise quantitative agree
ment with tho experimental data, especially when the rotational 
Reynolds number is small (small rotational speed). This may 
be due to the unknown inlet condition (Mori and Nakayama, 
1984). As indicated by Jen et al. (1992a), the experimental data 
may have entrance swirling or local turbulence effects, which 
will increase heat transfer coefficients substantially in the en
trance region (Soong, 1990). Some exploratory runs have shown 
that the centrifugal-buoyancy effect is small for the experi
mental conditions in Fig. 8, except possibly for the largest 
value of Ren. 

Concluding Remarks 
1 The equations governing the simultaneously developing 

laminar forced convection in the entrance region of a rotating 
isothermal rectangular duct have been solved using a three-
dimensional parabolic computational technique. The vorticity-
velocity method along with the power law scheme successfully 
solved the Navier-Stokes equations and energy equation. 

2 Oscillatory behavior of the vortices in the axial direction 
is observed. This may be due to the general Taylor-type in
stabilities in certain supercritical states in which streamwise 
oscillation is possible (i.e., three-dimensional steady flow). 

3 The numerically obtained stability boundary points for 
low 7 are in excellent agreement with the results obtained by 
linear stability analysis. Comparisons with existing theoretical 
results for the friction factor are quite favorable. However, 
there exist some discrepancies in comparison with experimental 
results for the Nusselt number. This may be due to the unknown 
inlet condition of the experiments. 

4 Since the thermal development length is much longer than 
the flow development length, the entrance effect for heat trans
fer rate may be important if the channel is not very long. 

5 Further studies are needed to investigate the centrifugal-
buoyancy effect when rotational speed is large. 
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Heat Transfer in the Non-
Newtonian Axisym metric Flow in 
the Neighborhood of a Sudden 
Contraction 
The flow pattern at low Reynolds number in the neighborhood of a sudden con
traction is very sensitive to the mechanical behavior of the flowing fluid. A large 
extensional viscosity leads to vortex enhancement in the corner region of the flow 
of a non-Newtonian fluid in such geometry. In the corresponding flow of a New
tonian fluid, these vortices are much weaker and smaller. Moreover, the extension-
thickening behavior of most polymeric liquids leads to higher viscous dissipation 
effects in the predominantly extensional flow, as compared to typical shear flows. 
The flow and temperature fields for this problem have been obtained from numerical 
integration of the conservation equations, aiming at applications related to extrusion 
and capillary rheometry of polymeric liquids. To account for the flow dependence 
of the stress tensor, a generalized Newtonian model has been employed, including 
the dependence of the viscosity function on both the second and the third invariants 
of the rate-of-deformation tensor. The numerical solutions have been obtained via 
a finite-volume method. The case of a 4:1 circular contraction was investigated, 
with uniform temperature distribution at the solid boundaries. The fluid inlet tem
perature is equal to the temperature at the walls, so that thermal gradients in the 
fluid are due to viscous dissipation effects only. Comparisons between Newtonian 
and non-Newtonian results showed that the combined effect of viscous dissipation 
and enhancement of vortex activity significantly affects the temperature field. The 
practical significance of the results is discussed for extrusion processes and capillary 
rheometry. 

Introduction 
An important idealization of the flow of a polymeric liquid 

through a die found in extrusion processes is the flow in a 
sudden contraction. It also represents well the flow in a cap
illary rheometer. For this reason, this flow has been studied 
in the recent past by a number of authors. Because this is a 
very complex flow, it also provides an important test for con
stitutive models (Boger and Binnington, 1990). Fairly recent 
reviews addressing this interesting problem are available from 
White et al. (1987) and Boger (1987). 

Boger and Nguyen (1978) reported important experimental 
results where a viscoelastic test fluid with special rheological 
properties, the so-called Boger fluid, was developed and char
acterized. Flow visualizations of the Boger fluid flowing 
through a sudden contraction are also presented. Several re
ports of numerical simulations of this flow are found in the 
literature, and one usual basis for comparison is the results of 
Boger and Nguyen (1978). Generally, these simulations are 
aimed at the validation of constitutive mechanical models and 
of numerical formulations (e.g., Crochet et al., 1984; Dupret 
et al., 1985; Debbaut et al., 1988; Dupont and Crochet, 1988; 
and many others). 

Winter (1977) presented a comprehensive treatise on viscous 
dissipation effects in shear flows of molten polymers. Vergnes 
(1985) reported different studies of flows in extrusion dies,' 
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including heat transfer and viscous dissipation effects. In these 
studies, however, the lubrication approximation has been em
ployed, which is appropriate to shear flows in dies with narrow 
passages only. It is interesting that, although a prediction of 
the temperature rise due to viscous dissipation is important in 
extrusion applications and especially in (shear) viscosity meas
urements with the capillary rheometer, no heat transfer in
formation for the flow through the sudden contraction could 
be found in the literature. 

Perhaps the main reason for the dearth of heat transfer 
studies on the flow analyzed here resides in the fact that the 
velocity field is greatly affected by the non-Newtonian behavior 
of the polymeric liquid. Therefore, constitutive models such 
as (/) the Newtonian model, and (//') the well-known gener
alized Newtonian model with a power-law (shear thinning) 
viscosity function, do not predict the flow field observed ex
perimentally by a number of authors (e.g., Boger and Nguyen, 
1978). 

This paper reports an investigation of heat transfer in axi-
symmetric, two-dimensional, laminar flow through a sudden 
contraction. The flow field has been obtained with the aid of 
a generalized Newtonian model proposed by Debbaut and Cro
chet (1988), whose viscosity depends on both the second and 
third invariants of the rate-of-deformation tensor. This model 
yields a qualitatively correct flow field, and it will be shown 
that the temperature field is a strong function of the non-
Newtonian behavior of the flowing fluid. However, it is im
portant to state at the outset that the sole purpose here is to 
provide a qualitative assessment of the role of the non-New
tonian behavior on the thermal problem. A quantitatively ac
curate description of the flow field should not be expected, 
because the Debbaut model employed here also has its limi
tations, as discussed below. 
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Analysis 
The problem under study is shown in Fig. 1. The geometry 

consists of a tube of inner radius rt whose downstream end is 
attached to another tube of smaller radius r0. The length of 
the downstream tube is 2r0, and it is positioned such as to 
share the same axis with the upstream tube. 

At the inlet cross section, a parabolic axial velocity profile 
and uniform temperature are imposed, i.e., 

/ r \ 
1 -

,u a" 

,v = 0 

T=Ttt 

at x = 0, (1) 

In this equation, a = rx/r0, and w is the average axial velocity 
at the downstream tube. 

At the solid boundaries, the no-slip condition (u = v = 0) is 
assumed, and temperature is uniform and equal to the inlet 
flow temperature, To- Symmetry boundary conditions are im
posed at the centerline, namely, du/dr = dT/dr = Q and v = 0. 
At the outflow boundary, it is assumed that the flow is locally 
parabolic, i.e., du/dx = 0, dv/dx=Q, dT/dx = 0. 

Equations of Motion and Constitutive Model. The flow is 
assumed to be two dimensional, laminar, and steady. It is 
further hypothesized that the flowing fluid is incompressible 
and that its thermophysical properties (including the viscosity 
function) do not depend on temperature. 

The mass conservation equation may be written in cylindrical 
coordinates as 

3w dv v „ 
T- + — + - = 0 
ax or r (2) 

2r0 

inlet conditions: 

2u 
u= — 

a' 
.. v = 0 

1 - 1 -

detachment 

/ length, V 

V"S"//' 

ro 

Flow Direction 

Fig. 1 Schematic of the problem 

For a generalized Newtonian fluid, the extra-stress tensor T is 
related to the motion in the following manner: 

T = a+pl = rjy, (3) 

where y is the rate-of-deformation tensor and r) is the viscosity 
function. In principle, -q depends on the scalar invariants of 
7, namely, I = tr-y, II = tr-y2, and III = tr-y3. Assuming this type 
of fluid behavior, the momentum conservation equations be
come 

du du 
u — +v—-

ox or 
dp ]_d_ 
dx r dr 

(du 

dr 

dv 
+ Yx 

d 
+Yx 

du 
2r,— 

dx 

(4) 

and 

Nomenclature 

1 = unit or identity tensor 
I = first invariant of 7 = tr-y, 

s-1 

II = second invariant of 7 
- t r 7

2 , s-2 

III = third invariant of 7 
S t r 7

3 , s-3 

cp = specific heat, J/kg K 
h(x) = local heat transfer coeffi

cient at curved wall = 
-((Kar/a/-)r=n)/07V«). 
W/m2K 

h(R) = local heat transfer coeffi
cient at plane wall = 
-l(KdT/dx)x=L}/(u2r,0/K), 
W/m2K 

L = axial length of upstream 
tube, m 

Nu(x) = local Nusselt number at 
curved wall = 2h(x)r\/K 

Nu(7?) = local Nusselt number at ra
dial wall = 2h(R)r{/«. 

p = pressure, N/m2 

P = dimensionless pressure, Eq. 
(10) 

Pe = Peclet number = RePr 
Pr = Prandtl number = r)0cp/K 

r = radial coordinate, m 
r0 = radius of downstream tube, 

Fig. 1, m 
/•] = radius of upstream tube, 

Fig. 1, m 

R = dimensionless radial coor
dinate, Eq. (10) 

Re = Reynolds number = pur0/ 
Vo 

T = temperature field, K 
T0 = inlet flow and wall temper

ature, K 
7*max = maximum value of T, K 

u = axial component of u, m/s 
u = velocity field, m/s 
u = mean axial velocity at 

downstream tube, m/s 
U = dimensionless axial veloc

ity, Eq. (10) 
v = radial component of u, m/s 
V = dimensionless radial veloc

ity, Eq. (10) 
V = detachment length, Fig. 1, 

m 
We = Weissenberg number 

= 4X70 ; 
x = axial coordinate, m 
a = contraction ratio = ri/r0 

7 = shear rate, Eq. (7), s" ' 
70 = characteristic value of 

y = u/r0, s~' 
7 = rate-of-deformation tensor 

= grad u + (grad u) r , s~' 
Ax = average control-volume 

width in axial direction 

AR = average control-volume 
width in radial direction 

e = elongation rate, Eq. (7), 
s-1 

8 = dimensionless elongation 
rate, Eq. (10) 

7) = viscosity function, kg/ms 
T]0 = zero elongation rate viscos

ity, kg/ms 
•q* = dimensionless viscosity 

function, Eq. (10) 
6 = dimensionless temperature 

field = (T-T0)/(u
2r,0/K) 

0max = maximum value of 8 
K = thermal conductivity, W/m 

K 
X = characteristic time of fluid, 

s 
Xi = Maxwell relaxation time of 

the fluid = ^i/2r?0, s 
p = fluid density, kg/m3 

a = stress tensor field, N/m2 

T = extra-stress tensor field 
= a + pl, N/m2 

TW = average wall shear stress, 
N/m2 

$ = dimensionless dissipation 
function, Eq. (17) 

X = dimensionless axial coordi
nate, Eq. (10) 

^j = first normal stress coeffi
cient, kg/m 
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dx 

du dv 2-!— (5) where We = 4X70 is the Weissenberg number. 

Since for incompressible fluids 1 = 0, and for shearing and 
plane flows III = 0 everywhere in the flow, it is a rather common 
practice among users of the generalized Newtonian fluid model 
to assume that the viscosity function r\ depends solely on the 
second invariant II, even for flows whose third invariant, III, 
is not zero throughout the flow. This assumption leads to a 
prediction of a flow field qualitatively different from the ex
perimental observations of Boger and Nguyen (1978). In fact, 
the dependence of 17 on II alone decreases the vortex size and 
intensity compared to the small Newtonian vortex (Kim-E et 
al., 1983). 

As mentioned earlier, Debbaut and Crochet (1988) showed 
that the inclusion of the third invariant, III, on the viscosity 
function leads to qualitatively realistic predictions of the gen
eralized Newtonian model for this flow. The functional rela
tionship was chosen so that the generalized Newtonian model 
yields the same behavior in uniaxial extension as the upper-
convected Maxwell model: 

no 

where 

11 = 4 

^ ; - l - \ e - 2 ( X ^ 

• f1^ • m 

r fdvV fduV \(bu dvV /v\2l 

\Tr) +{yx)
 +2{Tr+yx)

 +(;j 

w 

(7) 

(8) 

and 

\2v( dv du 1 /du dv 

r (̂  dr dx 2 \dr dx 
(9) 

The quanti t ies 170 and X are rheological constants of the 
model ; i?o is the viscosity at zero elongation ra te , whereas the 
characteristic t ime X represents the sensitivity of the viscosity 
function to the elongat ion rate . Some dimensionless quanti t ies 
are now defined: 

x r u v 
X"-, R = - , * / = = ; Vm=; 

r0 r0 u u 

P=—\ v*^1; &^~ (10) 
W o Vo 4y0 

where y0 = u/r0 is a characteristic deformation rate for the 
flow. 

Using the above definitions, the governing equations of the 
flow are rewritten in the following dimensionless form: 

dU dV V_ 

dX
+dR+R~ 

, dV dV 
Re \U— +V— 

dx dR 

dp 1 d 

dx+ R dR 

' (dU 
R^\fR 

dV\~ 
+ -dx) _ 

d 
+ H 

" dU 
2r)* — 

ap j^_a_ 
dR + R dR 

dx 
•q* 

2Rri* — 1 dR 

dU dV' 

dR + dX 

(12) 

n* V 
- 2 - H - (13) 

R2 K 

where Re=pur0/rj0 is the Reynolds number. The dimensionless 
version of the viscosity function is 

Energy Equation. For highly viscous liquids such as pol
ymer melts, the dissipation rate of mechanical energy is gen
erally important, and should be taken into account in the 
energy balance. Considering this effect and employing the pre
viously stated assumptions, the energy equation becomes 

dT dT ld_ 
r dr 

dT 
'dr 

d2T , 2V ' 2 

+ —--y (15) 

Defining 6= (T- T0)/(u TI0/K), the dimensionless version 
of this equation is written as 

Pe 
dx dR) R dR dR dx' 

+ ?;*$ (16) 

where Pe = RePr is the Peclet number, and Pr = r;oC,,/K is the 
Prandtl number. The dissipation function $ is defined as 

* - 2 ( ^ ) 2 °7) 

The local Nusselt numbers at the curved wall and at the 
radial plane wall are given respectively by 

Nu(x) = - 2 a 
dd_ 

dR 

and 

Nu(7?) = - 2 a 
dd_ 

dx 

(18) 

(19) 
'L/ro 

The parameters that govern the present problem are (/) the 
diameter ratio <x\ (ii) the length ratio L/r0; (Hi) the Reynolds 
number Re; (iv) the Weissenberg number We; and (v) the 
Peclet number Pe. Since the present study is mainly concerned 
with the non-Newtonian effects on heat transfer, only the 
influence of the Weissenberg number has been investigated. 

According to Boger and Binnington (1990), inertial effects 
in this flow may be of importance even for Re values as low 
as 10~4 for non-Newtonian fluids. For this reason, solutions 
of the complete momentum equations were obtained to check 
the dependence of the dimensionless velocity field on Re, but 
evidence of inertial effects was only observed for Re > —0.1. 
The results presented in this paper pertain to Re—0, which is 
normally the case in polymer processing applications. It is 
worth noting, however, that the advection term in the energy 
equation is expected to be of importance, because the Prandtl 
number is very high for polymeric liquids. 

The other parameters have been held constant at the fol
lowing values: a~A, L/r0= 13, and Pe = 800. 

(11) Method of Solution 

The finite-volume method described by Patankar (1980) has 
been employed to integrate numerically the governing equa
tions presented earlier. The power-law scheme was adopted to 
account properly for convection-diffusion effects, and the cou
pling of continuity and momentum equations was handled 
using the SIMPLE algorithm. The line-by-line Thomas Al
gorithm was employed in successively alternating directions to 
solve the resulting discretization equations, in conjunction with 
the block correction suggested by Prakash and Patankar (1981). 

A nonuniform grid was employed, with 50 x 26 nodal points 
in the axial and radial directions, respectively, concentrated in 
the region where the recirculation occurs. Because the flow 
region of interest is in the upstream tube up to the contraction 
plane, the only reason for extending the computational domain 
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downstream by means of the downstream tube was to ensure 
that the outflow boundary conditions have no appreciable 
effect on the flow in the region of interest. A length of 2r0 for 
the downstream tube was found to be satisfactory in this re
gard. Of course, the presence of the downstream tube length 
introduces an irregularity in the computational domain, which 
was handled via a region blockage, as explained by Patankar 
(1980). 

To obtain a converged solution for the velocity field, dif
ficulties in convergence caused by the nonlinearity related to 
the viscosity function were treated as follows: (/) First the 
flow field is obtained for £ =0 (Newtonian solution); (ii) with 
this velocity field, a £ field and hence a viscosity field are 
evaluated; (Hi) without correcting the viscosity field during 
iterations, a new converged velocity field is obtained; (iv) steps 
(//) and (///") are repeated until full convergence. Typically 
final convergence was achieved in a total of about one hundred 
iterations, including those needed in the along-the-way con
vergences of step (Hi). 

It can be seen that the viscosity function as given in Eq. (14) 
yields infinite or negative viscosity values of £We>0.5, which 
are not realistic. To avoid too large or negative viscosities 
during iterations, whenever the calculated £ was such that 
£ We > 0.49, the viscosity value used was that obtained from 
Eq. (14) for £ We = 0.49. In this manner, convergence was 
facilitated. However, the Weissenberg numbers investigated 
here were low enough so that the converged value of SWe is 
always less than 0.49. 

Numerical Uncertainty. The accuracy of the results ob
tained with the grid distribution utilized in the final runs was 
assessed using a grid-dependence test that is now described. It 
is helpful at this point to define average control-volume widths, 
Ax and AR, in the axial and radial directions, respectively, as 
the control-volume widths of a uniform grid with the same 
number of grid points. These widths are employed as param
eters for comparison among the solutions pertaining to dif
ferent grids. The solutions needed in the grid test were obtained 
with nonuniform grids, with a distribution similar to the one 
employed in the final grid. 

For a typical case, the dependence of the detachment length, 
V (defined in Fig. 1), and also of the average wall shear stress, 
T1V, on the grid size have been investigated. The uncertainty of 
the numerical results was estimated as follows. An estimate of 
the exact value of V (or 7 J , i.e., the solution for Ax=_0 and 
AR = 0, was obtained with the aid of a two-variable (Ax and 
AR) Taylor series expansion up to the second-order terms: 

V(0,0) = V(AX,AR)-AX 
dV —-

-AR-
dV 

•3(AX) d(AR) 

i f d2V —~2 d2V d2V 1 
(20) 

The evaluation of the five partial derivatives involved was 
done via finite differences, which required extra computer runs 
to obtain solutions for eight other combinations of 
Ax and AR in the vicinity of the result pertaining to 50 x 26 
grid points. 

Using this extrapolated result as a basis for comparison, it 
was found that the numerical uncertainty of the result for the 
typical case analyzed is 0.4 percent for the detachment length 
and 4.3 percent for the average wall shear stress. 

Results and Discussion 

The formulation and numerical procedure described in the 
preceding sections yielded results that are now presented and 
discussed. It will be seen that the non-Newtonian nature of 
the fluid affects both the flow and the temperature fields. 

Before proceeding, it is important to emphasize that in the 

We = 0.7 

We = 2.1 

We = 3.2 

Fig. 2 The flow field: The labels a, b, c, d, and e correspond respectively 
fo stream function values of 0.0,1 x 10~", 2 x 10~4,3 x 10~4, and 4x10"" 

present analysis the Weissenberg number has an unusual phys
ical meaning, namely, it represents the sensitivity of the fluid 
viscosity to extension. In principle, it has no relation to the 
Weissenberg number that usually appears in experimental pa
pers on the present flow. Therefore, quantitative comparisons 
between the results to be presented here and experimental re
sults available in the literature cannot be performed directly. 
Meaningful comparisons would only be possible if extensional 
data were available for the fluids employed in the reported 
experiments. Only upon evaluation of the parameter X of Eq. 
(6) with a basis in extensional experimental data would it be 
possible to determine at which values of We the published 
experiments were run. Unfortunately, data on steady exten
sional viscosity are very scarce in the literature. This is par
ticularly true for polymer melts in the range of extension rates 
typical in engineering applications of contraction flows. More
over, presently there is no reliable means of obtaining steady 
extensional viscosity data, especially in the range of viscosities 
of the Boger fluids and other dilute polymeric solutions (Jones 
et al., 1987; Binding and Walters, 1988). However, it is still 
possible qualitatively to assess the role of the non-Newtonian 
fluid behavior on heat transfer for the present problem, as it 
will be shown. 

Figure 2 shows streamlines for four different values of the 
Weissenberg number We. For a Newtonian fluid (We = 0), only 
a weak and small vortex (not shown in Fig. 2) appears at the 
corner. A small increase in the Weissenberg number to We = 0.7 
does not significantly alter the flow field. However, when the 
Weissenberg number is further increased to We = 2.1, the non-
Newtonian effect of the fluid on the flow becomes clear. A 
larger vortex is observed, and the streamlines start converging 
toward the centerline farther upstream of the contraction plane. 
Increasing the Weissenberg number to We = 3.2 makes the 
vortex even larger and stronger. 

It is worth noting that, because velocities are much lower 
in the vortex region than in the main flow, the difference 
between stream function values of adjacent streamlines (i.e., 
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We = 0.0 

We = 0.7 

We = 3.2 

Fig. 3 The temperature field: The labels a, b, c, d, e, f, and g correspond 
respectively to 0 values of 0.0, 1 x 10~4, 5 x 1 0 " " , 1 x 1 0 " 3 , 5 x 1 0 " 3 , 
1 x10 2, and 5x10~ 2 

the volume flow rate between streamlines) was chosen not to 
be the same in these two regions, otherwise no vortices would 
appear in Fig. 2. 

One interesting contribution of Debbaut and Crochet (1988) 
is to provide further evidence, by means of a quite ingenious 
numerical investigation, that the non-Newtonian effects ob
served in this flow are related not to rheological quantities 
measured in shear viscometric flows, but to the non-Newtonian 
behavior of the fluid's extensional viscosity. Indeed, the in
clusion of elastic prediction capability on the model is shown 
by Debbaut and Crochet (1988) to decrease the vortex size and 
intensity for moderate values of elasticity. 

The qualitative success of such a simple model is perhaps 
better understood with the aid of the conclusions of a com
prehensive study by Boger and Binnington (1990), which in
cluded flow visualizations and numerical simulations. Their 
results led them to postulate that the difference between New
tonian and non-Newtonian flow fields is essentially due to a 
solidlike core of non-Newtonian fluid that is formed imme
diately upstream of the contraction entrance, as a result of the 
strong extensional flow (and hence large extensional viscosity) 
in that region. 

In spite of efforts of the ongoing research, a complete un
derstanding of the fluid mechanics of this flow is far from 
being achieved. There is a number of basic issues that clearly 
need further clarification. For instance, it is presently accepted 
that the non-Newtonian effects mentioned earlier are closely 
related to the fluid behavior on extension (e.g., Boger, 1987;-
White et al., 1987). However, it is common practice to use as 
non-Newtonian parameter in experiments a Weissenberg num
ber that is proportional to XiYo> where -y0 is a characteristic 
shear rate and \ t is the Maxwell relaxation time of the fluid. 
The latter is defined as a ratio between two rheological quan
tities measured in shear flows, namely, the first normal stress 
coefficient ^ , and the shear viscosity ij0 (i-e-» ^i = *i/2r;o). Due 
to experimental difficulties, typically the fluids are not char
acterized as far as their extensional behavior is concerned, and 

x 
s 

.01 -

.001 

We = 0.0 
We = 0.7 
We = 2.1 
We = 3.2 

.0001 " f—r—f i 'j t i I ) i | i 0 

0 2 4 6 8 10 12 14 

X 

Fig. 4 Local Nusselt number at curved wall 

no parameter representing this fluid characteristic is specified. 
As a result, for two different fluids, completely different flow 
patterns may be observed for the same Weissenberg number 
(see Boger et al., 1986). 

Attention is now turned to the temperature field illustrated 
in Fig. 3. For all values of the Weissenberg number We, it can 
be seen that the viscous dissipation of mechanical energy plays 
a major role on the temperature field. In terms of the dimen-
sionless temperature 6, the fluid enters the domain at 6 = 0, 
which is the same temperature at which the solid boundaries 
are maintained. 

Figure 3 shows that temperature increases toward the cen-
terline and in the downstream direction for all We, with the 
highest values occurring in the neighborhood of the contraction 
entrance. This behavior agrees with expectations, since the 
highest elongation rates £ occur exactly in the region close to 
the outflow boundary, and it is clear from Eq. (16) that the 
rate of heat generation (as a result of viscous dissipation of 
mechanical energy) at a given location increases with the ex
tension-thickening viscosity r;*. It is further observed from Fig. 
3 that axial diffusion of heat is virtually absent in all cases, 
due to the high Peclet number employed here. 

For We = 0, the fluid viscosity is constant and equal to ij0 

(Newtonian fluid). Although in this case the rate of viscous 
dissipation varies throughout the flow due to the shear rate 
distribution only, values of 6 as high as 1.1 x 10"2 are observed 
(this value can yield important dimensional temperature rises, 
depending upon the fluid viscosity and average velocity; see 
Eq. (21)). As We is increased, higher values of 6 occur at the 
exit region, the region where the highest elongation rates, 8, 
occur. This yields high values for the viscosity function, and 
consequently for the rate of viscous dissipation. The result is 
that a significant temperature rise is observed in the exit region, 
especially for We = 3.2, when it turns out to be typically over 
three times the temperature rise encountered in the Newtonian 
case. 

Further, Fig. 3 shows that, as the Weissenberg number is 
increased, major qualitative changes on the temperature field 
occur due to the increasing vortex size and intensity. The vortex 
activity serves to transport heat from the exit region, signifi
cantly distorting the isothermals at the corner region. This 
convective action of the non-Newtonian vortex causes the iso
thermals to approach the curved wall near the corner. 

In Fig. 4, the local Nusselt number at the curved wall Nu(x) 
is given as a function of the axial position for four different 
values of the Weissenberg number. The Nusselt number in
creases gently with x. up to x = 8, as a result of the viscous 
heating, which increases the temperature gradient at the wall. 
It is seen that the Weissenberg number has no effect on heat 
transfer at the wall up to this axial location, because the flow 
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Fig. 5 Local Nusselt number at radial wall 

away from the exit region is nearly a shear flow, and hence 
the elongation rate 8 is close to zero. 

Farther downstream ( = 8 < x ^ l 3 ) , however, the Weissen-
berg number strongly influences heat transfer at the curved 
wall, increasing the Nusselt number significantly for We = 3.2. 
This is due to the convective action of the vortex, which conveys 
hot liquid from the exit region to the neighborhood of the 
curved wall near the corner. As We is increased, viscous heating 
increases and the corner vortex gets larger and more intense. 
Both effects combine to increase the Nusselt number at the 
curved wall in this region. A maximum value of Nu(x) occurs 
for We = 2.1 and 3.2 at x= 12, which roughly corresponds to 
the axial location where the hot fluid converted from the exit 
region by the vortex gets the closest to the curved wall. 

Figure 5 shows the local Nusselt number at the wall of the 
contraction plane, Nu (R), as a function of radial position for 
four values of the Weissenberg number. For all cases, Nu(i?) 
is extremely high in the neighborhood of R=\, due to the 
presence of the hot fluid in the exit region, which impinges on 
the surface as a result of the vortex activity. Since the fluid 
temperature in the exit region and the vortex activity both 
increase as We is increased, so does Nu (R) in the neighborhood 
of R=l. 

It is also clear (Fig. 5) that Nu(i?) decreases sharply with 
the radial position R, especially for lower We. The vortices 
on Fig. 2 indicate that the recirculating fluid closely approaches 
the plane wall in the neighborhood of R = 1, but soon departs 
from the surface as it flows in the positive radial direction. A 
nearly stagnant fluid fills the region close to the walls in the 
neighborhood of the corner, yielding very poor heat transfer 
at the walls. 

As discussed above, the non-Newtonian behavior of the fluid 
causes two different effects on the present flow: (/) a dramatic 
change in the flow pattern, and (//) extra viscous heating due 
to the "elongation-thickening" characteristic of the viscosity 
function. Both effects are seemingly important as far as heat 
transfer is concerned. In order to help understand the relative 
importance of these two effects, three extra solutions of the 
energy equation were obtained for We = 0.7, 2.1, and 3.2, for 
the same non-Newtonian flow fields as previously, but re
placing the viscosity function t] by the Newtonian viscosity r/0, 
in the viscous dissipation term of the energy equation only. 

These additional results (pertaining to 17* = 1 in the energy 
equation) showed that the non-Newtonian change in flow pat
tern alone has the same qualitative influence on the temperature 
field (and on the Nusselt number) as before. Due to a stronger 
vortex activity, the main effect of the non-Newtonian flow 
field is to promote more heat exchange between the exit region 
and other regions around the vortex (i.e., it promotes mixing). 
Therefore, (dimensionless) temperatures in the exit region are 
slightly lower than in the purely Newtonian case (about 5 

percent), whereas at the other regions around the vortex a mild 
temperature increase is observed. Quantitatively, however, 
the temperature fields for the three nonzero values of We 
investigated are very close to the one obtained for We = 0, as 
expected. Therefore, it becomes clear that the elongation-thick
ening characteristic of the viscosity function and the non-New
tonian flow pattern are both responsible for the significant 
changes in Nusselt number and temperature field behavior. 

Practical Significance. Padmanabhan (1992) measured 
shear and extensional viscosities for a low-density polyethylene 
melt (LDPE, grade DOW4012) at 180°C, the latter using the 
method based on Cogswell's analysis (Cogswell, 1972). These 
recent experimental data are now used to assess the viscous 
dissipation effect in typical practical applications of this flow. 
The measured values of interest here are, respectively, 
7)0 = 2xlO 3 Pa s and 3) j=1.5xl0 4 Pa s at e = 17 s_ 1 . These 
data allow an estimate of the parameter A in Eq. (6) for this 
material, viz \ = 2 .07xl (T 2 s. The thermal diffusivity for 
LDPE and other polymer melts is typically K/'pcp~ 1CT7 m2/s 
(e.g., Agassant et al., 1991). 

Attention is now focused on the flow of this LDPE melt in 
a four-to-one abrupt contraction, such that We = 3.2 and 
Pe = 800. The corresponding values of the average exit velocity 
and downstream radius are respectively w = 5.56xl0~ 2 m/s 
and r0= 1.44x 10~3 m. These are typical numbers found in 
extrusion processes. From the dimensionless temperature field 
obtained for this case (Pe = 800, We = 3.2) and illustrated in 
Fig. 3, the maximum value of 6 is found at the exit region, 
namely, 0max = 3.6x 10~2. Therefore, 

—2 

Tm!lx—T0= 0max=l-l C (21) 

Such temperature rise may be large enough to cause important 
changes in the velocity field in some extrusion applications, 
due to viscosity sensitivity to temperature, affecting the quality 
of the final product. 

Reducing now the radius to c 0 =5.0x 10" 4 m, which is often 
used in commercial capillary rheometers, a Peclet number of 
Pe = 800 means that the average velocity is now « = 1 . 6 x l 0 ~ ' 
m/s. This value is also within the range of velocities that is 
typical in capillary rheometry. However, it implies a Weissen
berg number of We = 26.5, being outside the range of appli
cability of the present viscosity model (Eq. (14)). It seems 
reasonable to expect, however, that the maximum dimension
less temperature 0max will be higher for this larger value of 
We, since in the range investigated here 8 was shown to be a 
monotonically increasing function of We. Therefore, a con
servative estimate for the maximum temperature rise Tmax - T0 

may be obtained by using the value of 0max pertaining to 
We = 3.2. The temperature rise obtained in this manner is 
-"max-To = 9.2 C. 

The above sample calculations suggest that neglecting vis
cous dissipation effects may lead to large errors in viscosity 
measurements with the capillary rheometer, because the shear 
and elongation viscosities of polymer melts are strong functions 
of temperature (e.g., Laun and Schuch, 1989). However, the 
above numbers should be regarded with caution, because the 
viscosity function employed here is an oversimplified repre
sentation of the real behavior (Barnes et al., 1989; Laun and 
Schuch, 1989). Moreover, other possibly important effects such 
as shear thinning behavior are not accounted for in the present 
analysis. 

Conclusions 

A numerical investigation of heat transfer in the axisym-
metric, two-dimensional, laminar flow through a sudden con
traction is examined. To relate the stress tensor field to the 
fluid motion, a generalized Newtonian model whose viscosity 
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depends on both the second and third invariants of the rate-
of-deformation tensor was used. The non-Newtonian nature 
of the fluid significantly affects both the flow and the tem
perature fields. 

The governing equations have been integrated numerically 
with the aid of a finite-volume method. The power-law scheme 
was adopted to account properly for convection-diffusion ef
fects, and the coupling of continuity with the momentum equa
tions was treated with the SIMPLE algorithm. 

The results showed that, whereas for a Newtonian fluid only 
a small weak vortex appears at the corner, when the Weissen
berg number is increased, a larger vortex is observed, and the 
streamlines converge to the centerline farther upstream from 
the contraction plane. The observed non-Newtonian effects 
are related to the primarily extensional flow kinematics in 
conjunction with the non-Newtonian behavior of the fluid's 
extensional viscosity. 

It is held that the difference between Newtonian and non-
Newtonian flow fields is due primarily to a solidlike core of 
fluid that is formed immediately upstream of the contraction 
entrance, as a result of the strong extensional flow (and hence 
large extensional viscosity) in that region. 

Viscous dissipation of mechanical energy plays a major role 
on the dimensionless temperature field, and its importance 
increases with the Weissenberg number. For the Newtonian 
fluid, the rate of viscous dissipation varies throughout the flow 
due to the shear rate distribution only, and the thermal effect 
is mild. As We is increased, the dimensionless temperature d 
reaches much higher values at the exit region, due to intense 
viscous heating in this region. Major effects on the temperature 
field are restricted to the exit region and corner regions, due 
to the low thermal conductivity (high Pr) of the liquid. In the 
neighborhood of the solid boundaries, the isotherms are mildly 
pushed toward the walls as We is increased. This effect is 
stronger in the corner region, where (r) higher temperature 
gradients enhance diffusion, and (ii) vortex-induced convec
tion promotes additional heat transfer from the exit region to 
the corner region. 

The local Nusselt number at the curved wall, Nu(x), increases 
slightly up to x — 8 as a result of the viscous heating, with no 
effect of the Weissenberg number. Farther downstream 
( = 8<x^l3) , however, the Weissenberg number strongly in
fluences heat transfer at the curved wall, increasing the Nusselt 
number significantly for We = 3.2. This is due to combined 
viscous heating augmentation and strong vortex activity, A 
maximum value of Nu(x) occurs for all values of We at x = 12, 
which roughly corresponds to the axial location where the hot 
fluid convected from the exit region by the vortex gets the 
closest to the curved wall. 

The local Nusselt number at the wall of the contraction 
plane, Nu (R), is very large in the vicinity of R = 1, due to the 
influence of the hot fluid of the exit region and to the vortex 
motion toward the surface. Since both the fluid temperature 
in the exit region and the vortex activity increase as We is 
increased, Nu(R) in the neighborhood of R = 1 also increases 
with We. It is also seen that Nu(i?) decreases rapidly with 
radial position, R, due to the presence of a nearly stagnant 
fluid filling the region close to the walls in the neighborhood 
of the corner, causing very poor heat transfer there. 

Sample calculations using the present results and experi
mental viscosity data available in the literature suggest that if ' 

certain ranges of process parameters are not avoided, signif
icant temperature rise may occur due to extension-thickening 
viscous dissipation during extrusion processes, leading to de
fective or lower quality products. 

Acknowledgments 
This research was supported by a grant from the Secretaria 

de Ciencia de Tecnologia da Presidencia da Republica, of the 
Brazilian Federal Government. Additional support in the form 
of a scholarship was provided by CNPq to M. S. Carvalho 
during his master's program at PUC—Rio. The authors wish 
to thank Dr. Padmanabhan for kindly sharing with them his 
keen expertise on the sudden contraction flow. 

References 
Agassant, J.-F., Avenas, P., Sergent, J.-Ph., andCarreau, P. J., 1991, Polymer 

Processing, Oxford University Press, New York. 
Barnes, H. A., Hutton, J. F., and Walters, K., 1989, An Introduction to 

Rheology, Elsevier, Amsterdam. 
Binding, D. M., and Walters, K., 1988, "On the Use of Flow Through a 

Contraction in Estimating the Extensional Viscosity of Mobile Polymer Solu
tions," Journal of Non-Newtonian Fluid Mechanics, Vol. 30, pp. 233-250. 

Boger, D. V., and Nguyen, H., 1978, "A Model Viscoelastic Fluid," Polymer 
Engineering and Science, Vol. 18, No. 13, pp. 1037-1043. 

Boger, D. V., Hur, D. H., and Binnington, R. J., 1986, "Further Observations 
of Elastic Effects in Tubular Entry Flows," Journal of Non-Newtonian Fluid 
Mechanics, Vol. 20, pp. 31-49. 

Boger, D. V., 1987, "Viscoelastic Flows Through Contractions," Ann. Rev. 
Fluid Mech., Vol. 19, pp. 157-182. 

Boger, D. V., and Binnington, R. J., 1990, "Circular Entry Flows of Fluid 
M l , " Journal of Non-Newtonian Fluid Mechanics, Vol. 35, pp. 339-360. 

Cogswell, F. N., 1972, "Converging Flow of Polymer Melts in Extrusion 
Dies," Polym. Eng. Sci., Vol. 12, pp. 64-73. 

Crochet, M. J., Davies, A. R., and Walters, K., 1984, Numerical Simulation 
of Non-Newtonian Flow, Rheology Series, Vol. 1, Elsevier, Amsterdam. 

Debbaut, B., and Crochet, M. J., 1988, "Extensional Effects in Complex 
Flows," Journal of Non-Newtonian Fluid Mechanics, Vol. 30, pp. 169-184. 

Debbaut, B., Marchal, J. M., and Crochet, M. J., 1988, "Numerical Simu
lation of Highly Viscoelastic Fluids Through an Abrupt Contraction," Journal 
of Non-Newtonian Fluid Mechanics, Vol. 29, pp. 119-146. 

Dupont, S., and Crochet, M. J., 1988, "The Vortex Growth of a K.B.K.Z. 
Fluid in an Abrupt Contraction," Journal of Non-Newtonian Fluid Mechanics, 
Vol. 29, pp. 81-91. 

Dupret, F., Marchal, J. M., and Crochet, M. J., 1985, "On the Consequence 
of Discretization Errors in the Numerical Calculation of Viscoelastic Flow," 
Journal of Non-Newtonian Fluid Mechanics, Vol. 18, pp. 173-186. 

Jones, D. M., Walters, K., and Williams, P. R., 1987, "On Extensional 
Viscosity of Mobile Polymer Solutions," Rheologica Acta, Vol. 26, pp. 20-30. 

Kim-E, M. E., Brown, R. A., and Armstrong, R. C , 1983, "The Roles of 
Inertia and Shear-Thinning in Flow of an Inelastic Liquid Through an Axisym-
metric Sudden Contraction," Journal of Non-Newtonian Fluid Mechanics, Vol. 
13, pp. 341-363. 

Laun, H. M., and Schuch, 1989, "Transient Elongational Viscosities and 
Drawability of Polymer Melts," Journal of Rheology, Vol. 33, No. 1, pp. 119-
175. 

Padmanabhan, M., 1992, "In-Line Measurement of Shear-Elastic and Ex
tensional Rheological Material Functions of Food Doughs," Ph.D. thesis, Uni
versity of Minnesota, Minneapolis, MN. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere 
Publishing Company, New York. 

Prakash, C , and Patankar, S. V., 1981, "Combined Free and Forced Con
vection in Vertical Tubes With Radial Internal Fins," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 103, pp. 566-572. 

Vergnes, B., 1985, "Calcul des Ecoulements de polymeres fondus dans les 
filieres d'extrusion," Docteur D'Etat Es-Sciences thesis, Universite de Nice, 
France. 

White, S. A., Gotsis, A. D., and Baird, D. G., 1987, "Review of the Entry 
Flow Problem: Experimental and Numerical,'' Journal of Non-Newtonian Fluid 
Mechanics, Vol. 24, pp. 121-160. 

Winter, H. H., 1977, "Viscous Dissipation in Shear Flows of Molten Poly
mers," Advances in Neat Transfer, Vol. 13, pp. 205-267. 

588 / Vol. 114, AUGUST 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T. Hayase 
The Institute of Fluid Science, 

Tohoku'University, 
Sendai, Japan 

J. A. C. Humphrey 

R. Greif 

Department of Mechanical Engineering, 
University of California at Berkeley, 

Berkeley, CA 94720 

Numerical Calculation of 
Convective Heat Transfer Between 
Rotating Coaxial Cylinders With 
Periodically Embedded Cavities 
A numerical study has been performed for the flow and heat transfer in the space 
between a pair of coaxial cylinders with the outer one fixed and the inner one 
rotating. Of special interest is the case where either one of the cylinders has an 
axially grooved surf ace resulting in twelve circumferentially periodic cavities embed
ded in it. The ends of the cylinder are bounded by flat impermeable walls that are 
either fixed to the outer cylinder or rotate with the inner one. Such a geometry is 
common in electric motors where an improved understanding of thermophysical 
phenomena is essential for analysis and design. Discretized transport equations are 
solved for two-dimensional and three-dimensional, steady, constant property laminar 
flow using a second-order accurate finite volume scheme within the context of a 
SIMPLER-based iterative methodology. The two-dimensional calculations reveal a 
shear-induced recirculating flow in the cavities. For supercritical values of the Reyn
olds number, the three-dimensional calculations show how the flow in a cavity 
interacts with Taylor vortices in the annular space to enhance heat transfer. Relative 
to coaxial cylinders with smooth surfaces, for the conditions of this study the 
transport of momentum and heat is raised by a factor of 1.2 in the case of cavities 
embedded in the inner cylinder and by a factor ofl. 1 in the case of cavities embedded 
in the outer cylinder. 

1 Introduction 
The understanding of the flow field in an electric motor is 

an essential consideration in the analysis and design of motors 
in relation to their heat transfer characteristics. Most electric 
motors have a configuration that may be approximated by a 
fixed outer cylinder and a rotating inner cylinder, and are 
characterized by axially grooved surfaces of the cylinders (see 
Fig. 1). The grooves give rise to circumferentially periodic 
distributions of cavities on the cylinder surfaces. The air flow 
induced between the cylinders is expected to possess two fea
tures: namely, a complicated recirculating flow region in the 
cavities and a Couette-like shear flow region in the annulus. 
At a critical value of the Taylor number, the shear flow in the 
annulus undergoes a Taylor instability, which results in axial-
or spanwise-periodic axisymmetric vortices. 

In an earlier communication (Hayase et al., 1990a) the au
thors performed a numerical analysis for the case of a grooved 
inner cylinder and found that, at a supercritical value of the 
Reynolds number, the Taylor vortex flow in the annulus in
teracts with the recirculating flow in the cavities to enhance 
the heat transfer between the cylinders by as much as 20 per
cent. In the present study further numerical analysis is per
formed over a range of the Reynolds number for two typical 
configurations in which either surface of the cylinders is axially 
grooved. The effects of these cavities on the Taylor instability 
and the resultant heat transfer are investigated. 

Since the work of Taylor (1923), the flow between corotating 
cylinders has attracted considerable interest. This geometric 
configuration is deceivingly simple, since it is known to possess 
a range of complex flow structures the characteristics of which 
depend on the relevant dimensionless parameters. Coles (1965) 
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made a detailed experiment for the flow between a pair of 
concentric cylinders whose rotation speeds were independently 
varied over a wide range. He observed two quite different 
processes for the transition from laminar Couette flow to tur
bulent flow: (1) a catastrophic transition, corresponding to a 
dominating outer cylinder rotation; and (2) a transition by 
spectral evolution, corresponding to a dominating inner cyl
inder rotation. Within the periodic and doubly periodic stages 
of the latter transition process, he also pointed out that a variety 
of different flows, characterized by different combinations of 
axial and tangential wave numbers, can exist at a given speed 
of the inner cylinder. The nonuniqueness of solutions for the 
Taylor vortex flow was also shown numerically for the case 
of axisymmetric spanwise-periodic waves by Alziary de Roque-

End-wal] 

Fig. 1 Sketch of the general flow configuration showing two coaxial 
cylinders in relative rotational motion. Axial grooves result in circum
ferentially periodic distributions of cavities on either one of the facing 
cylinder surfaces. 
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fort and Grillaud (1978). Related topics, including chaotic 
behavior and its connection to transition to turbulence, have 
been discussed by Di Prima and Swinney (1981). 

In spite of its technological importance, little work has been 
done on the flow and heat transfer in an annulus where the 
cylinders do not have a continuous smooth surface. Patankar 
and Murthy (1984) performed a numerical study showing that 
axisymmetrically arranged fins on a rotating inner cylinder 
enhance the heat transfer between the cylinder surfaces. In 
their experimental study, Lee and Minkowycz (1989) system
atically investigated the effects on the flow and heat transfer 
resulting from axially arranged grooves embedded in the inner 
or outer cylinder. In that work either cylinder could be rotated 
and an axial flow was imposed in the annulus. Heat transfer 
between corotating cylinders with an axially grooved inner 
cylinder was also experimentally investigated by Hwang et al. 
(1990). 

The shear-driven cavity flow configuration is commonly used 
as a test case in computational fluid mechanics because of the 
simplicity of the geometry and the strong elliptic character of 
the flow. Studies using different numerical schemes have been 
summarized for the two-dimensional configurations by Tuann 
and Olsen (1978). Recently, the present authors also presented 
accurate numerical solutions for the two-dimensional problem 
(Hayase et al., 1992). The structure of the flow in a three-
dimensional cavity has been investigated by Perng and Street 
(1989). The problems of heat transfer in sheared cavity flows 
have been reviewed by Chen et al. (1985) and Humphrey and 
To (1986). In particular, the latter calculated the variation of 
the cavity Nusselt number as a function of the Grashof number 
and the Reynolds number. 

w0=0 

+ 

Cavity flow (?•, 0 plane) 

o 
w0=0 

/ / / / / / / / / / / / / 
O O O O 

OJj 

h ro 

Taylor vortex flow (7 *,z jlan 

Fig. 2 Schematic emphasizing the appearance of flow recirculation in 
the r, 0 plane of the cavity and Taylor vortices in the r, z plane of the 
annulus 

The problem of interest in this work involves elements from 
both the annulus and cavity flow configurations, since it con
sists of a pair of concentric cylinders in relative rotation with 
a periodic array of cavities embedded in the inner or outer 
cylinder (see Fig. 2). The steady flow for this configuration 
has been investigated here via numerical calculation. Section 
2 of the paper presents the conservation equations and bound
ary conditions describing the flow cases of interest. This section 
also contains a summary of the numerical algorithm employed. 
The calculated results are presented and discussed in section 
3. These include tests performed to verify the numerical ac
curacy of the calculation procedure. [Additional tests, relating 
to the physical accuracy of the algorithm, are reported by 
Hayase et al. (1990a, 1992).] The effects on the Taylor insta
bility and heat transfer resulting from the presence of cavities 
on the inner or outer cylinder surfaces are then presented and 

N o m e n c l a t u r e 

A = 
Cn = 

d{-, •) 
dx 

k 
L 

n„ ne, nz 

Nu 
Nu 

P 
Pr 

0, r0 = 

Re = 
Re* = 

Re„ 

t 
T 

f„ t0 

T 
1 s 

U, V, W 

area 
specific heat 
distance in \x„ (Eq. (10)) 
(dr, rdd, dz) 
thermal conductivity 
length of the cylinders 
number of cells in the r, 9, z directions, re
spectively 
local Nusselt number 
mean Nusselt number 
pressure 
Prandtl number (Eq. (5)) 
heat flux 
radial coordinate 
radius of inner and outer cylinder, respec
tively 
o),r,(f0-r,)/? = Reynolds number Eq. (6) 
critical Reynolds number for Taylor instabil
ity 
i / o / ? (used only in Eqs. (3) and (4)) 
distance along the surface of inner cylinder 
projected in {r, 6') plane 
heat generation term 
time 
temperature 
inner and outer cylinder temperature, respec
tively 
4R2

e(l-r,)/(l+ri) = Taylor number (Eq. 

(fj-T0) = reference value of temperature 
radial, circumferential and axial velocity 
components, respectively 
discrete velocity vector field on the grid sys
tem X„CQ 

\x„ = normed linear vector space consisting of v„ 
Xj = point in the grid system X„ 
z = axial coordinate 

Ml = norm in \Xn (Eq. (9)) 
X„ = [xu x2, •••, x„\ Cfi (grid system) 

A„ rAfl, Az = grid spacing in the r, 6, z direction, respec
tively 

6 = circumferential coordinate 
#o> 0in, #out = angles determining the cavity configuration 

(Fig. 3) 
X = wavelength of Taylor vortices in z direction 

X* = critical wavelength for Taylor instability 
Jl = dynamic viscosity 
v = kinematic viscosity 
p = density 
4> = dummy variable in Eq. (11) 
w,- = angular velocity of inner cylinder 
<30 = angular velocity of outer cylinder 
6is = angular velocity of end wall 
fl = domain 

Superscripts 

dimensional values 
values with respect to the coordinate system 
fixed to the cavities 
critical values for Taylor instability 
mean values 

Subscripts 

e = east surface of a control volume (Fig. 4) 
;' = denotes cell location (Fig. 4) 

w = west surface of a control volume (Fig. 4) 
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discussed for a range of the Reynolds number. Section 4 sum
marizes the conclusions of this work. 

2 Formulation 

2.1 Governing Equations and Boundary Conditions. The 
geometry shown in Fig. 1 is described by the cylindrical co
ordinate system {r, 8, z) with the corresponding velocity com
ponents (u, v, w). The typical case for an electric motor has 
a fixed outer cylinder (u>o = 0) and a rotating inner cylinder 
(co,>0). As previously mentioned, the present study deals with 
the cases where cavities are periodically embedded in either 
the inner or the outer cylinder surface. By adopting a coor
dinate system (r, 6', z) fixed to the cylinder with cavities, the 
boundary configuration is time-invariant and, therefore, a 
steady flow solution is expected unless the Reynolds number 
exceeds a critical value. 

The two coordinate systems are related by: 

6 = 6' +wt 

v = v'+ojr 
(1) 

where the angular velocity u> of the relative rotation between 
the coordinate systems is equal to w, or o>0 depending on whether 
the cavities are embedded in the inner cylinder or the outer 
cylinder. Hereafter, we refer to the variables in the new co
ordinate system (r, 6', z) by means of a prime. 

The pertinent equations in this study describe the conser
vation of mass, momentum, and energy for a fluid with con
stant physical properties. Buoyancy, viscous heating, and 
pressure work are assumed to be negligible. The nondimen
sional form of the equations is given below for the (r, 6', z) 
coordinate system. 

Mass: 

du u 1 dv' dw 

dr r r 36 dz 
(2) 

Momentum (r, 6', z): 

du v' du du v'2 

u — + — -—+ w—- — -
dr r dd dz r 

-2cov' — rco 

dp J _ 
~ dr Re, 

r « idu 
dr2 r dr 

1 dlu 2 dv' I 
+ 

u 
rl r2d6" r2 36' dz' 

dv' v dv dv uv 
u^— + — —— + w—— H + 2oiu 

dr r dd dz r 

1 1 dp 

r 36' Rec dr2 

1 
+7 

1 dv' 

r dr 

32v' 2 

36'2 + r2 

v' 
r2 

du d2v' 
+17 

dw v' dw dw 
u^r +— T7T+ w^r dr r dd' dz 

- * + • 
dz Rec 

1 d2w 1 dw 1 32w d2w 
- + - • - + -dr r dr r 

+ie] (3) 

Energy. 

dT v' 3T 3T 1 
u — + + w — = i --,-

dr r d8' dz P rRe 0 \d r 2 

3ZT 1 3T 1 32T 

r dr r2 3d'2 
ar 
dz' 

+ S„ 

(4) 

The dimensionless variables are defined using the outer radius 
f0, the angular velocity of the inner cylinder &>,-, density of the 
fluid p, and a reference temperature Ts for scaling. (The def
inition of nondimensional temperature, T, is given by Eq. (14) 
in Section 3.3.) In the above equations: 
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Fig. 3 Geometry from (r, 6') and (r, z) coordinate views 

r = r/r0, z = z~/r0, 

u = u/(<s>if0), v' = 0'/(wjro), w=w/(wif0), p=p/(pw2f2
0), 

Re0 = S>,rt/v, Pr = jiCp/k, Sh = Sh/CpTs (5) 

For subsequent discussion, it is convenient to define two ad
ditional nondimensional parameters using the annular sepa
ration, {f0-fj), for a length scale and £/ , as the velocity scale. 
These are the Reynolds number Re and the Taylor number Ta 
(Di Prima and Swinney, 1981): 

Re = Sun (f0-fi)/v and Ta = 4Re2( 1 - r;) /(1 + r-,) 

= Re0ri(r0-ri)/r
2 

We now consider a grid system X„ in the relevant domain 
0: 

X„= [xu x2, • •-, ^ J C f i (7) 

and a linear vector space \x„ whose element is a discrete ve
locity vector field v„ on X„: 

\„(Xi)= (U(X,), v(Xi), W{Xj))\ X£Xn (8) 

One possible choice for the norm in this linear vector space 
V*„ is 

IIv„II = 2 V"(*;)2+^(*;)2+w(*,)2p x /^ci J] PXi^x, (9) 
XjtX„ xfiXn 

This value represents the average magnitude of the velocity 
vectors over the grid system X„. Then a distance d( •, •) be
tween two elements v„ and w„ of V^ is derived from the norm 

d(vn, w„)=llv„-w„ll (10) 

These definitions satisfy the axiom of the norm and the distance 
in a general normed space theory (Dieudonne, 1969). The norm 
is later used to evaluate the strength of the flow field, while 
the distance is used to qualify the difference between velocity 
vector fields derived from two-dimensional and three-dimen
sional calculations. 

Detailed drawings of the geometries of interest are shown 
in Fig. 3. Twelve cavities are arranged at 30 deg intervals along 
either the inner or the outer cylinder surface. (The cavities are 
shown on both cylinders for economy of presentation.) In the 
spanwise direction the flow field is confined by end walls that 
can be fixed or made to rotate with the inner cylinder. By 
assuming periodicity in the circumferential direction, the cal
culations are confined to a 30 deg sector in the {r, 6') plane. 
Based on the coordinate system (r, 6', z), which is fixed to 
the cylinder with cavities, the cylinder without cavities rotates 
with nondimensional angular velocity of unity. Assuming sym
metry about the spanwise midplane, the calculations are carried 
out in one half of the physical domain. For velocity, no-slip, 
impermeable wall boundary conditions were used on the solid 
boundaries, while periodicity and symmetry were assumed at 
the circumferentially periodic boundary planes and the span-
wise midplane, respectively. The boundary conditions for the 
heat transfer problem are described below in section 3.3. We 
note that while it is reasonable to assume circumferential pe-
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Fig. 4 One-dimensional staggered grid system for the control volume 
method illustrating nodes required for the QUICK scheme 

riodicity of the flow, as a result of geometry periodicity, the 
symmetry plane assumption needs stronger justification. We 
are concerned here with stable (meaning time-independent) 
solutions of the conservation equations and their associated 
fixed patterns of motion. As a result we expect to find only 
an even number of Taylor vortices in the three-dimensional 
calculations. This is because an odd number would pose an 
unstable flow condition. Thus, the symmetry plane condition 
is consistent with the notion of time-independent motions with 
an even number of cross-stream cells. 

Linear stability analysis gives a critical Taylor number of 
Ta = 3510 (Roberts, 1965) for a pair of infinitely long concen
tric cylinders, the outer one fixed and the inner one rotating, 
with the same gap/radius ratio as the present study. The cor
responding critical Reynolds number is Re* = 185, correspond
ing to a rotation speed of the inner cylinder of 1410 rpm when 
inner and outer radii are r-, = 2 cm and f0 = 2.11 cm, respectively, 
for example. 

Calculations have been carried out for the three-dimensional 
case and two supplemental two-dimensional cases referred to 
as two-dimensional (r, 6) and two-dimensional (r, z). In the 
first two-dimensional (r, 9) case the domain is the same as the 
three-dimensional case but the variation of the flow field in 
the spanwise direction is ignored. In the second two-dimen
sional (r, z) case, the annulus flow field is investigated as
suming invariance in the 8 direction. This is a special case of 
the present study in that cavities are not present on the cylinder 
surfaces. 

2.2 Numerical Procedure. In order to obtain the numer
ical solution of the velocity and temperature fields, an equally 
spaced staggered grid system is first defined in each coordinate 
direction. The discretized representation of the relevant Eqs. 
(2)-(4) is obtained through the control volume method. The 
resulting finite-difference equations are solved by an iterative 
algorithm similar to the SIMPLER method due to Patankar 
(1980). The Thomas algorithm generally used to solve the al
gebraic equations was replaced with the MSI method of Schnei
der and Zedan (1981). This pentadiagonal matrix solver 
significantly improves the efficiency of the computation. The 
present solution procedure (Hayase et al., 1990b) is essentially 
that used in the earlier study (Hayase et al., 1990a). The only 
difference lies in the discretization of the convective terms of 
the Navier-Stokes equation; the reformulated QUICK scheme 
(Hayase et al., 1992) is employed in place of the Hybrid scheme 
(combination of upwind and central differencing). By reference 
to Fig. 4, the value of any quantity <j> at a control volume 
boundary is expressed by means of a three-point interpolation: 

Ue>0, U„>0 

(fte = <ft f+l/8(-&-i-2(fr + 3<ftf+1) 

0w = &-i + l /8(-4> f-2-20 f_1 + 3<fc) 

Ue<0, Uw<0 

4>e=4>i+ 1 + 1 / 8 ( 3 0 ; - 2<t>i+ i - <ft, + 2) 

^ = 0,+ l/8(3«A,_i-2«/,;-0,+ i) . (11) 

where Ue and Uw denote the velocity components of the flow 

Table 1 Calculation cases; the definitions of 8\n and f9out ar© given in 
Fig. 3 

Case A B . C 

0in . 0° 10°/20° 0° 
Oout 0° 0° 10°/20° 
End-wall Fixed/ Rotating Fixed 

Rotating 

at the e and w surfaces of a 4> control volume cell in the 
coordinate direction of interest. In these expressions the under
lined terms are evaluated as source terms whose values are 
calculated using the results of the previous iteration. It is the 
treatment of these source terms that differentiates the present 
QUICK formulation from Leonard's original version (Leon
ard, 1979) and its revisions discussed in full detail by Hayase 
et al. (1992). The reformulated QUICK scheme assures the 
physical consistency of the numerical solution procedure and 
therefore greatly improves its numerical stability. 

3 Results and Discussion 

The calculations were carried out using a relaxation factor 
of 0.8 for the momentum equations to avoid the divergence 
of solutions. Typical computational times were of order 300 
s for the three-dimensional case, and 4 s for the corresponding 
two-dimensional cases on the Cray X-MP/14. Test calculations 
were first carried out to confirm the validity of the numerical 
procedure. Then the isothermal flow field and the heat transfer 
problems were carefully investigated. The three-dimensional 
characteristics of the flow due to the interaction between the 
Taylor vortices and cavity flow are presented and discussed. 

Two- and three-dimensional calculations were performed for 
geometries shown in Table 1: concentric cylinders with smooth 
surfaces (case A) and cylinders with cavities on the inner cyl
inder (case B) or on the outer cylinder (case C). 

3.1 Test Calculations. The present computer code, 
ROTFL02, is a variant of the code validated in detail in the 
earlier study (Hayase et al., 1990a). The only difference be
tween the codes lies in the discretization scheme of the con
vective terms in the Navier-Stokes equation (see section 2.2). 
The convergence of the numerical solution as a function of 
the grid refinement has already been examined by Hayase et 
al. (1992) where detailed comparisons are made between the 
QUICK and Hybrid schemes. Additional results especially per
tinent to the present problem are discussed below. 

Test calculations were performed for the two-dimensional 
(r, 6) case B (0in = 20 deg; see Table 1) with Re = 218 for several 
grids (nrxne) = (20x22), (40x44), (80x88). The circumfer
ential velocity distribution along the symmetry line (&' = 15 
deg) is shown in Fig. 5. The region inside the cavity embedded 

.in the inner cylinder corresponds to 0.75<r<0.95, while the 
annular region corresponds to 0 .95<r<1.0 (most of the ve
locity distribution in the annular region is omitted in the figure). 
A comparison between the (40 x 44) and (80 x 88) QUICK re
sults shows the grid independence of the latter. The (20x22) 
QUICK result is very close to the (80 X 88) QUICK solution, 
while the (20x22) Hybrid result deviates substantially. This 
demonstrates the superiority of the QUICK scheme over the 
Hybrid scheme in predicting the detailed variation of the flow 
field. 
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Fig. 5 Nondimensional circumferential velocity distribution along the 
symmetry plane with 6' = 15 deg for case B in Table 1 (0ln = 2O deg). 
Comparison among different grids and discretization schemes for a two-
dimensional (r, e) calculation with Re = 218. 

By simultaneously considering the discretization error, the 
computer storage and computational time requirements, the 
grid system for the three-dimensional calculations was fixed 
to: 

(nr x ne x nz) = (20 x 22 x 20), 

(Ar, r0A6, Az) = (0.0125, 0.0238, 0.0125), 
(12) 

3.2 Flow Field. Three-dimensional isothermal flow cal
culations were carried out first for the configurations listed in 
Table 1. The interaction between the Taylor vortices in the 
annulus and the flow in the cavities on the inner or outer 
cylinder surface is investigated here. Results were obtained for 
several subcritical and supercritical Reynolds numbers. The 
flow field, including the two-dimensional calculation case, is 
characterized by the overall values of the norm and the distance 
(Eqs. (9) and (10)). For three-dimensional calculations of cases 
B and C, the end wall was fixed to the cylinder with cavities. 
The flow in a cavity is driven only by the shear at its opening, 
having more of a two-dimensional character in the (r, 6') plane 
than for the case where the end walls are in motion relative 
to the cavity (Hayase et al., 1990a). 

Figures 6(a) and 6 (Z?) show the results for three-dimensional 
calculations of case B with a supercritical Reynolds number 
of Re = 218 (Re/Re* = 1.18). This is one of the sequential so
lutions for 70 < Re < 250, every one of which was used as the 
initial condition of the next solution for an increased Reynolds 
number. (Simple shear flow in the annulus and solid body 
rotation in the cavity were assumed as the initial guess of the 
solution for Re = 70.) The upper part of each figure shows the 
velocity field with components (u, v') in the (r, 0') symmetry 
plane (z = 0.25), while the lower part shows the velocity vector 
field (w, w) at two (r, z) planes marked as (I) and (II) in the 
upper part of the figure. Figure 6(a) shows a steady solution 
for a cavity opening of 0in = 10 deg. Taylor vortices comprising 
a total of 10 cells appear in the annular region (I) (only one 
half of the z domain is shown in the figure). These vortices 
interact with the flow in the cavity, resulting in a complicated 
three-dimensional flow structure. Starting from an artificial 
initial condition with 12 vortices, a second steady solution with 
12 Taylor vortices (k/(r0 - n) = 1.6) was obtained for the same 
boundary conditions. The nonuniqueness of steady flow so
lutions for corotating cylinders with smooth surfaces has al
ready been pointed out (Coles, 1965; Alziary de Roquefort 
and Grillaud, 1978). Figure 6(h) corresponds to numerical 
results for a large cavity opening of 0jn = 2O deg. In this case 
the calculation converged not to a steady state, but to a nu-

z = 0.25 

(I) (II) 

Fig. 6(a) 0in = 10 deg, 10 cells, X/(f„ - f,) = 2.0 

z = 0.25 

(I) (II) 

Fig. 6(b) 0in = 2O deg, 10 cells, A/(f„ - f,) = 2.6 
Fig. 6 Three-dimensional flow field for case B with supercritical Reyn
olds number Re = 218 (Re/Re* = 1.18) 

merically oscillating solution. The figure shows an instant in 
the calculation sequence during which the Taylor vortices in 
the annulus interact strongly with the recirculating flow in the 
cavity. 

A possible range of wavelengths for the Taylor vortices in 
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Fig. 7(b) 80ut = 20 deg, 8 cells, X/(r0 - f,) = 2.4 

Fig. 7 Three-dimensional flow field for case C with supercritical Reyn
olds number Re = 218 (Re/Re* = 1.18) 

an infinitely long annulus is given by Kogelman and Di Prima 
(1970) through a nonlinear stability analysis. They find: 

1.52<X7(f0-f,-)<2.51 (13) 

0 100 200 300 

Re 

Fig. 8(a) Norm of two-dimensional (r, 0) and three-dimensional solutions 

Re 

Fig. 8(b) Distance between two-dimensional (r, 0) and three-dimen
sional solutions 

Fig. 8 Norm and distance as a function of the Reynolds number. Com
parison between two-dimensional (r, 8) and three-dimensional solutions; 
Re* = 185 

The wavelengths obtained in the present calculations are shown 
in Fig. 6. The results are within the range of inequality (13) 
for the small cavity opening (6m = 10 deg), but out of the range 
for the large cavity opening (0m = 20 deg). 

Figures 1(a) and 1(b) show the results of three-dimensional 
calculations for case C. The conditions are the same as for 
Fig. 6, except that the cavity is now embedded in the outer 
cylinder surface. Figure 1(a) shows a steady solution com
prising 10 cells for the small cavity opening (0Out=lO deg). 
Another steady solution with eight cells (X/ (r0 ~ r,) = 2.4) was 
obtained for this case. A numerically oscillating solution was 
also obtained for the large cavity opening (0om = 2O deg), but 
the recirculating flow in the cavity was not as strong as in the 
former case B. The wavelengths of the Taylor vortices shown 
in Fig. 7 are all within the theoretical range predicted by the 
inequality (13). 

Results have been obtained for cases B and C with a small 
cavity opening (0in= 10 deg, 0out= 10 deg) for different Reyn
olds numbers using the two-dimensional (r, ff) and three-di
mensional formulations. The norm and the distance defined 
in Eqs. (9) and (10) were calculated for the quantitative eval
uation of these flows. Figure 8(a) shows the norms of the 
velocity fields as a function of the Reynolds number (all the 
results are referred to the (r, 0', z) coordinate system as 
mentioned before). For subcritical Reynolds numbers (Re/ 
Re* < 1, Re* = 185), the norms of the three-dimensional results 
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Fig. 9 Isotherms for case B (0in = 1O deg) with Re = 218. Comparison 
among three-dimensional, two-dimensional (r, 9) and two-dimensional (r, 
z) results along planes (I) and (II) in the figure. 

are smaller than those of the two-dimensional (r, 6) cases for 
both cases B and C. A comparison of the solutions reveals 
that the two-dimensional (r, 8) and three-dimensional sub-
critical flow fields are identical except in regions near the walls. 
The difference of the norms, therefore, is ascribed to the fric
tion effect at the end walls in the three-dimensional case. Above 
the critical Reynolds number (Re/Re* > 1), Taylor vortices 
appear in the three-dimensional solutions and, as a result, the 
magnitudes of the norms gradually increase. It is noted that 
the norms of the two-dimensional (r, d) and three-dimensional 
solutions for case C are very close in magnitude in the super
critical region, although the two flow patterns are completely 
different. The difference between the solutions should be eval
uated by the distance d{ •, •) rather than their norms. 

For the cases A, B, and C, the distance between the two-
dimensional (r, 0) and three-dimensional solutions were ob
tained by evaluating Eq. (10) over the annular region as the 
domain Q. Figure 8(b) shows the result as a function of the 
Reynolds number. For subcritical Reynolds numbers the mag
nitudes of the distances are small, implying that the flow field 
is essentially two dimensional. Above the critical Reynolds 
number, however, the distance value significantly increases, 
showing the strong three-dimensionality of the flow. A com
parison among the cases A, B, and C reveals that the existence 
of cavities on either cylinder surface intensifies flow three 
dimensionality and that this effect is stronger for the cavities 
on the inner cylinder (case B) than on the outer cylinder (case 
C). 

3.3 Heat Transfer. The heat transfer problem was in
vestigated for some of the flow fields obtained in the preceding 
section assuming a constant physical property fluid. While this 
rules out predicting the effects of body forces on fluid motion 
through variable density, the results correspond to a forced 
convection condition (small temperature differences). Con
stant temperature f; and f0 (T:>f0) boundary conditions 
were assumed over the inner and the outer cylinder, respec
tively. For three-dimensional calculations, the adiabatic con
dition was applied at the end wall and the symmetry plane, in 
order to facilitate comparisons with the two-dimensional (r, 
6) case. The nondimensional temperature was defined as: 
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Fig. 10 Surface distribution of mean Nusselt number averaged in z 
direction over the inner cylinder surface with Re = 218. Three-dimen
sional calculation for Case B (flin = 10 deg). 

200 300 

Re 
Fig. 11 Variation of mean Nusselt number with Reynolds number. Com
parison among different geometries and between two-dimensional and 
three-dimensional calculations (0|„ = 1O deg for Case B, eou, = 10 deg for 
Case C). Nusselt number was averaged over the outer cylinder surface 
for Cases A and B, and over the inner cylinder surface for Case C. 

T=-
T-T0 

ft-T0 

(14) 

The heat transfer characteristics are presented in terms of a 
surface integral of the local Nusselt number defined as: 

Nu = Hud A 

where 

Nu = 
q{ro~fj) 

Hti-to) 
(15) 

Figure 9 shows the isotherms for case B (0in= 10 deg) at the 
supercritical Reynolds number Re = 218 for the three-dimen
sional, two-dimensional (r, 8) and two-dimensional (r, z) cal
culations. The presence of the Taylor vortices accounts for the 
wavy pattern observed in the annulus region in the three-di
mensional and two-dimensional (r, z) cases. As discussed be
low, this leads to larger values of Nu than in the two-dimensional 
(r, 8) case. 

The values of Nu averaged along the z-direction on the inner 
cylinder surface for the supercritical Reynolds number of 218 
are shown in Fig. 10 as a function of location on the surface 
projected in the (r, 9') plane. The distribution for the three-
dimensional flow of case B is similar to the corresponding two-
dimensional (r, 8) result but the heat transfer magnitudes are 
different, especially in the annular zone. The figure shows that 
Nu increases from (/) to (ii) along the surface of the cylinder, 
toward the cavity. The maximum value of Nu for the three-
dimensional case at point (ii) is more than twice that for the 
two-dimensional (r, z) Taylor vortex case. On the other hand 
Nu is very small in the cavity except along surface (ii) to (Hi) ,• 
which is sheared by the flow that penetrates from the annular 
space. 

The overall heat transfer property was evaluated by aver
aging the Nusselt number over the cylinder with a smooth 
surface: the outer cylinder for Cases A and B, and the inner 
cylinder for Case C. The results are plotted in Fig. 11 for the 
two-dimensional (r, 6) and three-dimensional calculations. It 
is well known that the Taylor vortices in the supercritical region 
enhance the heat transfer in the annulus (Case A). The present 

results reveal that the effect of cavities embedded in the cyl
inders is to further intensify the heat transfer for supercritical 
Reynolds numbers by a factor of 1.1 for Case C and by a 
factor of 1.2 for Case B. 

4 Conclusions 
Numerical calculations have been performed for two-di

mensional and three-dimensional laminar flow and heat trans
fer between concentric cylinders with the inner cylinder rotating. 
Specifically, the influence of cavities embedded in either the 
inner or the outer cylinder has been studied. For supercritical 
values of the Reynolds number, the three-dimensional calcu
lations reveal a spanwise-dependent Taylor vortex flow in the 
annulus. These vortices interact with the recirculating flow in 
the cavity along its aperture plane and enhance the heat trans
fer. Present results show that larger effects, both on the flow 
and heat transfer, arise when the cavities are located on the 
inner cylinder rather than on the outer cylinder. 
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Direct Numerical Simulation of 
Passive Scalar Field in a Turbulent 
Channel Flow 
A direct numerical simulation (DNS) of the fully developed thermal field in a two-
dimensional turbulent channel flow of air was carried out. The isoflux condition 
was imposed on the two walls so that the local mean temperature increased linearly 
in the streamwise direction. With any buoyancy effect neglected, temperature was 
considered as a passive scalar. The computation was executed on 1,589,248 grid 
points by using a spectral method. The statistics obtained were root-mean-square 
temperature fluctuations, turbulent heat fluxes, turbulent Prandtl number, and 
dissipation time scales. They agreed fairly well with existing experimental and nu
merical simulation data. Each term in the budget equations of temperature variance, 
its dissipation rate, and turbulent heat fluxes was also calculated. It was found that 
the temperature fluctuation 6' was closely correlated with the streamwise velocity 
fluctuation u', particularly in the near-wall region. Hence, the distribution of budget 
terms for the streamwise and wall-normal heat fluxes, u'd' and v'6', were very 
similar to those for the two Reynolds stress components, u'u' and u'v'. 

Introduction 
The fundamental turbulent transport mechanism is of great 

importance from both scientific and engineering viewpoints. 
Up to the present, a number of experimental and numerical 
studies have been devoted to better understanding of the near-
wall turbulence, because it must play a predominant role in 
convective momentum, heat and mass transfer (see, e.g., Kline 
and Afgan, 1990). However, the current knowledge on the 
transport mechanism in the wall region is neither complete nor 
satisfactory, owing to various difficulties in measuring fluc
tuating turbulent quantities in a very thin layer adjacent to the 
wall. In the meantime, recent advances in large-scale computers 
have made it possible to simulate numerically simple turbulent 
shear flows at moderate Reynolds numbers (Moin and Spalart, 
1989). Simulation data bases are superior to experimental data 
in permitting thorough analysis of the turbulent flow structures 
with all the instantaneous flow variables. They are also very 
useful for engineering turbulence modeling, since they provide 
quantitative data that cannot be obtained experimentally with 
confidence, e.g., each budget term in the transport equations 
of the Reynolds stresses. 

Recently, Kim (1988) and Kim and Moin (1989) numerically 
simulated the turbulent thermal field in a two-dimensional 
channel. They confirmed experimentally observed features of 
turbulent heat transfer such as a high correlation between 
steamwise velocity and temperature fluctuations (Perry and 
Hoffman, 1976) and existence of the thermal streaky structures 
near the wall (Iritani et al., 1984). Their database is valuable 
for modeling turbulent heat transfer and can be used in ana
lyzing heat transfer mechanisms near a solid wall. However, 
they have used a thermal boundary condition somewhat un
common to practical heat transfer problems: a passive scalar 
is generated uniformly in the fluid and removed from the 
isothermal walls. 

The aim of this investigation is to offer new information on 
turbulent heat transfer under a more practical heating con-
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dition. Hence, we simulate the fully developed turbulent ther
mal field in a two-dimensional channel of which two walls are 
heated with a constant time-averaged heat flux (i.e., isoflux 
condition). In this paper, some of the thermal turbulence sta
tistics are presented and compared with previous experimental 
and numerical results. In addition, the detailed budgets for 
the temperature variance, its dissipation rate, and the turbulent 
heat fluxes are calculated and discussed. 

Numerical Procedures 

The flow geometry and the coordinate system are shown in 
Fig. 1. Note that y denotes the distance from the bottom wall 
normalized by the channel half width 5; i.e., y = 0 and 2 at 
the two walls. The Reynolds number ReT based on the wall 
friction velocity uT and 5 was set to be 150. The resultant bulk 
Reynolds number Re„, was 4580. Referring to the numerical 
procedure used by Kim et al. (1987), a fourth-order partial 
differential equation for v, a second-order partial differential 
equation for the wall-normal component of vorticity uy, and 
the continuity equation were used to solve the flow field. A 
spectral method with Fourier series in the x and z directions 
and a Chebyshev polynomial expansion in the wall-normal 
direction was used. The computational periods were chosen to 
be 57r and 2ir (2356 and 942 in wall units) in the x and z 
directions, respectively. 128 x 128 Fourier modes and Cheb
yshev polynomials up to the order 96 in wave number space 
were used in order to resolve all essential turbulent scales on 
the computation grid. The collocation grid used to compute 
the nonlinear terms in physical space had 1.5 times finer res
olution in each direction to remove aliasing errors. This re
sulted in the effective grid spacings of Ax+ = 18.4, Ay+ 

= 0.08 ~ 4.9, and Az+ — 7.4 in the three directions, re
spectively. They are almost equivalent to Ax+ = 17.7, Ay+ 

= 0.05 ~ 4.4, and Az+ = 5.9 in Kim and Moin (1989) who 
simulated turbulent thermal fields for Pr = 0.1, 0.71, and 2.0 
at ReT= 180. For time integration, the second-order Adams-
Bashforth and Crank-Nicolson schemes were adopted for the 
nonlinear and viscous terms, respectively. The time increment 
was 0.12 u\/v. 

Once the velocity field was calculated at each time step, the 
scalar field was obtained by integrating the energy equation. 
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Fig. 1 Flow geometry and coordinate system 

This calculation was done by the spectral method with the 
same grid system used for the velocity field. Air was chosen 
as a test fluid, and the Prandtl number Pr was 0.71. Any 
buoyancy effect was neglected, and hence temperature was 
considered as a passive scalar. 

When a flow is unsteady, there occur unsteady temperature 
and heat-flux fluctuations on the wall surface. In reality, these 
fluctuating quantities are determined by the coupled unsteady 
heat conduction inside the wall so that they cannot be specified 
without knowing the wall material and its thickness. This con
jugate heat transfer problem was studied by Kasagi et al. (1989). 
With a deterministic kinematic turbulence model in which 
streamwise vortical fluid motions were assumed, they found 
that in the case of an air flow (Pr = 0.71) the wall temperature 
fluctuation would be very small for most wall materials. Hence, 
the wall can be assumed to be locally isothermal. On the other 
hand, the isoflux condition conventionally means that the time-
averaged wall heat flux does not change in the streamwise 
direction in a two-dimensional flow. Presently, this heating 
condition is equivalent to an assumption that the wall tem
perature ensemble-averaged over the z-direction and time, 
<7*,v>, should increase linearly in the x direction because of 
the global heat balance for a fully developed thermal field. As 
a result, the bulk mean temperature (Tm) should also increase 
linearly in the x direction, i.e., d (T) /dx = d{Tm)/dx = d{Tw)/ 
dx = const. 

The dimensionless temperature is defined as: 

6+(x, y,z;t) = {<Tw) - T(x, y, z\ t)}/T„ (1) 

and periodic boundary conditions for 6+ are used in the x and 
z directions. Hence, the governing equation for the thermal 
field is given as follows: 
86+ ,d6+ ,dd+ 

-—+u +v 
at dx ay 

+ dd+ 2 1 , . 
+ w + — - — u + = r — V20+ , (2) dz 

dy 
ReTPr 

where the velocities are nondimensionalized by u7. The last 
term on the left-hand side of Eq. (2) corresponds to 
-u+ [d{T„) + /dx). As mentioned above, the temperature 
fluctuation is assumed to be zero on the wall and the wall 
thermal boundary condition is given as follows: 

d+{x,0, z; t)=6+(x,2, v, 0 = 0 . (3) 

As the initial condition, an instantaneous velocity field at 
the fully developed state was supplied by the numerical sim
ulation of turbulent channel flow performed by Kuroda (1990), 
while the initial thermal field was given as: 

d+(x, y, z;0) = Pru+(x, y, z; 0). (4) 

The time integration was repeated for about 2500 v/u2
T until 

the thermal field was judged to be fully developed, and then 
the computation was further continued for about 2100 v/u2

r 

(17,500 time steps) in order to calculate turbulence statistics 
as ensemble averages over space and time. The data sampling 
was started when we observed stationary time histories of the 
statistics, i.e., zeroth to fourth-order moments of temperature 
fluctuation and two turbulent heat fluxes averaged over every 
500 time steps. However, there were very low frequency changes 
in these time histories although their amplitudes were very 
small. Thus, the statistically stationary state was judged with 
some arbitrariness. The computation was carried out on a 
HITAC-S-820/80 super-computer system at the Computer 
Center of the University of Tokyo. For one time step ad
vancement, 5.26 second CPU time was required. 

A program code, which consists of about 4000 FORTRAN 
statement lines, was presently developed from the DNS code 

N o m e n c l a t u r e 

F 
h 
k 

Nu 
Pr 
Pr, 

P 
Qu 

Qw = 

R = 

R<j = 

Re,„ = 

ReT = 
S = 
T = 

specific heat at constant 
pressure 
flatness factor 
heat transfer coefficient 
turbulent kinetic energy 
= ulu'i /2 
temperature variance 

= 6'2/2 
Nusselt number = 2h&/\ 
Prandtl number = v/a 
turbulent Prandtl number 
= v,/a, 
pressure 
two-point correlation coef-
ficient = u{ (r)uj ( r + A r ) / 
^irms^yrms 

time-averaged wall heat 
flux 
time-scale ratio = TS/TU 

correlation coefficient 
— Uj Uj /W/ rmSWy' rmS 

Reynolds number 
= 2um5/v 
Reynolds number = urb/v 
skewness factor 
temperature 

T„, = bulk mean temperature 
TT = friction temperature 

= qJpCpUr 

t = time normalized by 5/wT 

u,„ = bulk mean velocity 
uT — friction velocity = \jrjp 

u, v, w = velocity components in the 
x, y, and z directions 

U; = velocity component in the 
;th direction; U\, u2, and «3 

denote u, v, and w, respec
tively 

x, y, z = streamwise, wall-normal, 
and spanwise coordinates 
normalized by 5 

Xj = coordinate in the ;'th direc
tion; X\, x-i, and x3 denote 
x, y, and z, respectively 

a = thermal diffusivity = \/pcp 

a, = eddy diffusivity for heat, 
-v'T'/(df/dy) 

8 = channel half width or pipe 
radius or boundary layer 
thickness 

e = dissipation rate of k 
£9 = dissipation rate of ke 

K 

P 

re 

local temperature differ
ence = ((Tw)-T) 
Von Karman constant 
Von Karman constant of 
temperature field 
thermal conductivity 
kinematic viscosity 
eddy diffusivity. 
= -u'v'/(du/dy) 
density 
time-averaged wall shear 
stress 
velocity dissipation time 
scale = k/e 
temperature dissipation 
time scale, ke/tg 

Superscripts and Subscripts 

( ) ' = fluctuating component 
( ) + = normalized by the wall 

variables, uT, v, and TT 

( ) = ensemble average over the 
x-z plane and time 

< > = ensemble average over the z 
direction and time 

( )rms = root-mean-square value 
( )„ = value at the wall 
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Fig. 2 Dimensionless mean velocity and temperature distributions 

of Kuroda (1990) for channel flow simulation. The accuracy 
of the numerical code developed was first tested by computing 
the evolution of a laminar flow with an arbitrary initial velocity 
distribution. The steady parabolic profiles reached were con
firmed to be accurate enough. Because of an extremely heavy 
computational load, the computation was not repeated with 
changing the number of numerical grids systematically. How
ever, the statistics and instantaneous flow patterns of the tur
bulent velocity field were extensively compared to the available 
experimental and simulation data by Kuroda (1990). In general, 
the agreement was very good and the Reynolds number de
pendence of statistics was confirmed to be consistent. As for 
the thermal field, global parameters such as the heat transfer 
coefficient and the mean temperature profile were confirmed 
to be in good agreement with the available experimental data 
as shown later. It is finally noted that, in the energy spectra 
of velocity and temperature fluctuations, there has not been 
observed any noticeable energy accumulation at high wave 
numbers that should be evidence of insufficient numerical res
olution. 

Results and Discussion 

Turbulence Statistics. The dimensionless mean velocity and 
temperature profiles are shown as a function of y + ( = uTy/ 
v) in Fig. 2. The mean velocities obtained by Kim et al. (1987) 
and Kuroda (1990) agree closely despite a slight difference in 
the Reynolds numbers. The temperature profile at Rer = 180 
and Pr = 0.71 was obtained by Kim and Moin (1989) and is 
also included in Fig. 2. In their case, a passive scalar is created 
uniformly in the fluid and removed from the isothermal walls. 
Owing to the difference in the thermal boundary conditions, 
agreement between these two results is moderate. Both agree 
with the linear profile, 8+ = Prj>+, in the conductive sublayer 
(y + •& 5). However, the present result in the logarithmic region 
is in better agreement with the profile given by Kader's em
pirical formula (1981), which is a function of the Reynolds 
and Prandtl numbers. The Von Karman constant of the ther
mal field determined by the slope at y+ = 70 is K6 = 0.360 
and is appreciably smaller than the value generally accepted 
for high Reynolds numbers, e.g., % = 0.47 (Kader, 1981) and 
KB = 0.48 ± 0.02 (Subramanian and Antonia, 1981). This 
discrepancy must be mainly because the present Reynolds num
ber is much smaller than those in the experiments. 

The Nusselt number obtained by the present simulation is 
15.4 and compared with the values at Rem > 5000 recom
mended by Kays and Crawford (1980) in Fig. 3. The agreement 
is excellent. 

The root-mean-square temperature fluctuation normalized 
by the friction temperature is compared with previous results 
in Fig. 4. The experimental data of Subramanian and Antonia 
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Fig. 4 Distribution of rms temperature fluctuation 

(1981) was obtained in a boundary layer flow at ReT = 370, 
while Hishida et al. (1986) and Isshiki (1990) measured fully 
developed pipe flows at Rer = 879 and 203, respectively. Sub-
rananian and Antonia, and Isshiki used an electrically heated 
stainless-steel foil as a wall surface, which realized the iso-
therlux boundary condition on the wall. The present result 
shows good agreement with these experimental data, partic
ularly with those of Isshiki. The data of Hishida et al., which 
was obtained in an isothermal pipe, indicates somewhat dif
ferent asymptotic behavior toward the wall. Both in the present 
and Kim and Moin's simulations, the maximum temperature 
fluctuations are located at y+ — 18. The present result, how
ever, gives slightly larger temperature fluctuations in the near-
wall region. This must be due to a difference in the production 
rate of temperature fluctuation, which is given as a product 
of the turbulent heat flux and the mean temperature gradient 
(see Eq. (8)); the temperature gradient in the buffer layer is 
steeper in the present simulation as seen in Fig. 2. 

Figure 5 shows the distribution of streamwise turbulent heat 
flux. Its maximum is located between the point of the maximum 
"rms at y+ = 14 and that of drms at y+ = 18. There is again a 
slight difference between the two DNS results. 

The wall-normal turbulent heat flux is shown in Fig. 6. Over 
the channel cross section, the wall-normal heat flux is smaller 
by an order of magnitude than the streamwise one. In addition, 
the maximum wall-normal heat flux is obtained farther away 
from the wall than the maximum streamwise heat flux, because 
the wall-normal velocity fluctuation, which is damped strongly 
by the wall, has its maximum at.y+ = 53. When plotted against 
v + , the difference between the two DNS results is large in the 
central region of the channel owing to the difference in the 
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Fig. 6 Total and turbulent wall-normal heat fluxes 

Reynolds number, while against y/S they appear similar in that 
region, although it is not shown here. 

For the fully developed channel flow between the isoflux 
walls, the wall-normal heat flux balance can be deduced from 
the averaged energy equation as follows: 

- r y Pr dy+ 

where 
p R e r 

a=\/\ u + dy4 

(5) 

(5a) 

Equation (5) gives a local total heat flux, which consists of 
conductive and turbulent heat fluxes. The values of both sides 
of Eq. (5) are also plotted in Fig. 6. They agree closely, but 
there is a small difference, less than 0.018, which may be caused 
by very low-frequency components of turbulent fluctuations. 
In the case of the flow with uniform heat generation between 
the isothermal walls simulated by Kim and Moin (1989), a 
similar balance equation is derived as follows: 

l-X-i-j^-T^T (6) 
ReT Pr dy+ 

The two different thermal conditions result in a difference 
between the second terms on the left-hand side of Eqs. (5) and 
(6), and this difference is appreciable even in the near-wall 
region; this must also have influenced slight differences in the 
foregoing results. 

The cross-correlation coefficients, which are indicative of 
the degree of similarity in waveforms and differences in phase, 
are shown in Fig. 7. The cross-correlation coefficient Ru6 is as 
large as 0.96 near the wall. This maximum RuB is not located 
at the wall, but a t / + - 8. At the channel centerline, Rue does 
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Fig. 7 Cross-correlation coefficients between velocity and temperature 
fluctuations 
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Fig. 8 Statistics of the shear stress product u'v' and the heat flux 
product v'e': (a) rms fluctuations, (b) skewness factors, (c) flatness fac
tors 

not vanish, unlike the cross-correlation coefficients of Rlw and 
RvS; this is in good agreement with the measurement in a tur
bulent pipe flow of Hishida et al. (1986). Note that the cor
relation coefficient Ruv agrees quite well with Ru0. For pipe 
flow turbulence, Bremhorst and Bullock (1973) obtained Rve 

= -0 .47 and Rm = - 0 . 4 3 . For boundary layer flows, Sub-
ramanian and Antonia (1981) reported Rv6 = -0 .49 and Rlw 

= - 0.47. These values are in close agreement with the present 
data in the logarithmic region. 

The close agreement between Rve and Ruv reveals that the 
wall-normal turbulent heat flux and the Reynolds shear stress 
are generated by similar turbulence mechanisms. Similarities 
between these turbulence properties are also found in the root-
mean-square fluctuations, skewnesses, and flatnesses of the 
instantaneous products, v'd' and u'v', as shown in Fig. 8. 
Their skewness and flatness factors do not change remarkably 
in the logarithmic region; they are about - 3 to —4 and about 
10 to 35, respectively. However, they show steep changes when 
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approaching the wall. The skewness and flatness factors of 
v 0' calculated at the first grid point from the wall are about 
- 2 5 and 3000, respectively. Although these higher order mo
ments may not be accurate enough, the extremely large flatness 
factor suggests an intermittent nature of the Reynolds shear 
stress and the wall-normal turbulent heat flux near the wall. 

Figures 9(a) and 9(b), respectively, show the streamwise 
and spanwise two-point correlations of velocity and temper
ature fluctuations aty+ = 5.11. At this; '+ location, the profile 
of Qee closely agrees with that of Quu; it has a long tail over 
a streamwise distance 1000 v/uT and shows weak periodicity 
in the spanwise direction. This fact must result from the ther
mal streaky structures, which resemble the sublayer streaky 
structures in the velocity field, as was found by Iritani et al. 
(1984). 

Turbulent Prandtl Number and Time-Scale Ratio. The tur
bulent Prandtl number, which is defined as the ratio between 
the eddy diffusivities for momentum and heat, is shown in 
Fig. 10 together with empirical equations (Cebeci, 1973; Wassel 
and Catton, 1973; Kays and Crawford, 1980) and experimental 
data (Blackwell et al., 1972; Hishida et al., 1986). Although 
the profile of Pr, in the vicinity of the wall has been a matter 
of conjecture, the two numerical simulations do not show a 
marked increase toward the wall that is seen in the empirical 
and experimental results. The present value is 1.02 on the wall. 
It has a maximum of about 1.1 at y+ — 50 and then decreases 
gradually away from the wall. It is noticeably different from 
the constant value of 0.9, which is often assumed in the tur
bulent heat transfer calculations. In the logarithmic layer, Pr, 
can be roughly estimated as: 

Pr, = *//<„ = 0.388/0.360 =1.078, (7) 

which is nearly equal to the values at y+ = 35 ~ 60. 
The velocity dissipation time scale T„ = k/e, the temperature 

dissipation time scale TS = kg/ee, and their ratio R{ = T9/TU) 
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Fig. 10 Distribution of turbulent Prandtl number 
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Fig. 11 Distributions of dissipation time scales and their ratio 

are often used in modeling the eddy diffusivity of heat a, on 
the basis of the temperature variance and its dissipation rate 
(see, e.g., Nagano and Kim, 1988; Yoshizawa, 1988). This 
means that, with the above quantities, one can avoid using 
empirically specified values for the turbulent Prandtl number 
and may reach more general thermal turbulence modeling. 
Their distributions are shown in Fig. 11. Both velocity and 
temperature dissipation time scales increase monotonically with 
the distance from the wall, but TU is always larger than re; for 
Pr < 1, the temperature fluctuation dissipates faster than the 
velocity fluctuation. As for the time-scale ratio, Launder (1976) 
claimed that the prescription of a constant time-scale ratio 
should not be sufficiently general, while Beguier et al. (1978) 
deduced that R was nearly uniform with a value close to 0.5 
in thin shear layers. The present result shows that the change 
in the time-scale ratio across the channel is modest, although 
it has a local maximum of about 0.8 at y+ = 20. It is noted 
that the value should be equal to Pr at the wall theoretically. 

Budgets for Temperature Variance, Its Dissipation Rate, and 
Turbulent Heat Fluxes. Current engineering turbulent heat 
transfer computations rely on various one-point closure tur
bulence models. Among them, those based on the second-
moment equations are of great interest for many researchers 
(see, e.g., Launder, 1988). For example, the transport equa
tions of Uj'uj, e, Uj'Q' and eg are numerically solved with the 
averaged momentum and energy equations. In those second-
moment equations, there are several terms of unknown cor
relations and of higher order moments, which must be modeled 
with known variables. Hence, the budget data obtained by 
DNS should be useful for testing and developing existing clo
sure models (Mansour et al., 1988). In the following, each 
term, which appears in the budget equations of temperature 
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variance, its dissipation rate and turbulent heat fluxes, is pre
sented in order to establish a data base of convective heat 
transfer for thermal turbulence modeling. 

The fully developed turbulent thermal field in a two-di
mensional channel is homogeneous in both the x and z direc
tions, and under the condition of d{ T)/dx = const, the budget 
equation for the temperature variance ~6T^/2 leads to: 

0.2 
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— dd+ 
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i d e 
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Figure 12 shows each term included in Eq. (8). Also included 
in this figure are the data taken by Krishnamoothy and Antonia 
(1987). Away from the wall (y+ > 40), the production rate 
balances with the dissipation rate. Note that the first term of 
the production in Eq. (8) is negligibly small compared with 
the second term, because d<T> + /3x+ «d6+/dy+. With the 
wall approached, the turbulent diffusion plays an important 
role. In the viscous sublayer, the molecular diffusion and the 
dissipation are dominant; the same tendency is found in the 
budget for the turbulent kinetic energy (Mansour et al., 1988; 
Kuroda, 1990). The dissipation rate has a local minimum at 
y+ — 8. This is contrary to the experimental data of Krish
namoothy and Antonia (1987), but is in qualitative agreement 
with an analysis based on conceptual streamwise vortical fluid 
motions near the wall (Kasagi et al., 1989). Among three com
ponents of the dissipation in Eq. (8), the term (3d'/dy)2 is 
dominant in the viscous sublayer while at y+ > 20 both 

(36'/dy)2 and (dO'/dz)2 are important, but the term 

(3d' /dx)2 remains relatively very small over the channel cross 
section. This fact suggests that ee is highly correlated with the 
streamwise vortical motions as suggested by Kasagi et al. 
(1989). 

The equation of the dissipation rate of temperature variance 
can be obtained by taking the derivative of Eq. (2) with respect 
to xt, multiplying by 2(36' + /3x f

+) /Pr and ensemble averaging. 
The resultant equation is written as: 

Fig. 12 Budget of the temperature variance k„ in the near-wall region 
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Fig. 13 Budget of the dissipation rate of the temperature variance t„ 
in the near-wall region 

though not shown here, there is some appreciable imbalance 
in the presently calculated budget at the wall, but it is less than 
1 percent of the dissipation rate at y+ > 2. 

The following are the budget equations for the two Reynolds 

stress components, u'+u'+ and u' + v' +, and the streamwise 
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and wall-normal turbulent heat fluxes, u' 
respectively: 

„ , . , , 3Ti+ „3u'+3u'+ „ , , 
0=-2u +v + -r-2—TTT-2« 

6 + and v'+6' 

3p' 

(9) 

The various terms in Eq. (9) are shown in Fig. 13. The present 
results indicate that the turbulent production rate and the dis
sipation rate are dominant in the central region of the channel; 
this fact is in agreement with Tennekes and Lumley's analysis 
(1972) of the e equation for high Reynolds number flows. Near 
the wall, these terms remain large, but the mean gradient pro
duction rates become more dominant. Note that the production 
by the mean temperature gradient is larger than that by the 
mean velocity gradient in the close vicinity of the wall. The 
diffusive terms and the gradient production are generally small 
except in the viscous sublayer. Very close to the wall, i.e., y+ 

< 1, the profile of the dissipation goes through a local max
imum at y+ = 0.3 and then reaches -0 .01 at the wall. Al-
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The budget terms for the streamwise turbulent heat flux u' +6' + 

are shown in Fig. 14(a) along with those obtained by Kim 
(1988). The two data sets agree very well despite the difference 
in the thermal boundary conditions. There are three major 
terms in the logarithmic region: the production, the dissipation, 
and the temperature pressure-gradient correlation. The tem
perature pressure-gradient correlation always lies in the loss 
side. Both turbulent and molecular diffusion terms are ap
preciable only in the region of y+ < 30. The production, 
dissipation, and molecular diffusion terms in Eq. (12) are fur
ther decomposed and shown in Fig. 14(b). In the production 
term, the component due to the streamwise temperature gra
dient is negligibly small over the whole cross section, while the 
two other components make almost the same contribution to 
the budget of u'+ 6'+. In both dissipation and diffusion terms, 
two kinds of molecular effects are comparable, but the con
ductive ones are slightly stronger because of Pr < 1. Note that 
the profile of each term in the u'+u'+ budget is quite similar 
to the corresponding term in the u'+ u'+ budget equation (10), 
which is shown in Fig. 15. This must have arisen from the high 
correlation between u' and 6' mentioned previously. 

The budget for the wall-normal turbulent heat flux given by 
Eq. (13) is shown in Figs. 16(a), 16(b), and 16(c). Figure 
16(a) shows that the agreement between the present and Kim's 
results is again fairly good. In the v'+6'+ budget, the pro
duction and the temperature pressure-gradient correlation are 
dominant. The latter term can be split into two terms as fol
lows: 

(14), 

which are called a pressure diffusion term and a pressure tem
perature-gradient correlation term, respectively. As shown in 
Fig. 16(6), these two terms behave almost contrary to each 
other and more drastically than their sum. It is noted that the 
sign of the pressure temperature-gradient term reverses near 

6 *y+' By dy 

the wall; this happens also in the u' v' budget and is considered 
due to the splatting effect (Moin and Kim, 1982). Figure 16 (b) 
also shows that the production by the streamwise temperature 
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parison with the data of Kim (1987), (b) decomposition of the production, 
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gradient is again negligible if compared with that by the wall-
normal temperature gradient. The dissipation and molecular 
terms are generally very small, and they are effective only in 
the viscous sublayer as shown in Fig. 16(a). Their component 
terms are represented in Fig. 16(c), where the conductive terms 
are again slightly larger than the viscous ones as in Fig. 14{b). 

In general, the budget of v' +8' + is very similar to that of the 
Reynolds shear stress given by Eq. (11), which is shown in Fig. 
17. 
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Conclusions 
A direct numerical simulation of the fully developed two-

dimensional turbulent channel flow between two isoflux walls 
at a low Reynolds number and Pr = 0.71 was carried out, 
and various thermal turbulence statistics calculated were ex
tensively compared with the previous experimental and nu
merical results. The following conclusions are derived: 

1 The Nusslet number obtained is in good agreement with 
that recommended by Kays and Crawford (1980). 

2 Despite the differences in the thermal boundary condi-
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Fig. 17 Budget of the Reynolds stress u V (Kuroda, 1990) 

tion and the Reynolds number, the thermal turbulence statistics 
and their budgets presently obtained agree fairly well with those 
of Kim (1988) and of Kim and Moin (1989). 

3 The temperature fluctuation is confirmed to be highly 
correlated with the streamwise velocity fluctuation, particu
larly near the wall. The correlation coefficient between them 
reaches as high as 0.96 aty+ = 8. The streamwise and spanwise 
two-point correlations of 0' and u' show similar behavior near 
the wall. The cross correlation coefficient between v' and 6' 
closely agrees with that between u' and v'. In addition, the 
skewness and flatness factors of v'd' and u'v' also coincide 
well. These facts represent strong similarities between the tur
bulent transport mechanisms for momentum and heat. 

4 In contrast to the empirical correlations, the turbulent 
Prandtl number calculated remains almost constant toward 
the wall. It reaches a mild maximum of about 1.1 at y+ — 50 
and decreases gradually away from the wall. Both velocity and 
temperature dissipation time scales increase monotonically with 
the wall distance, but the former is always larger than the 
latter. The change in the time-scale ratio across the channel is 
modest, although it has a local maximum of about 0.8 at y+ 

= 20. 
5 The detailed budgets for the temperature variance, its 

dissipation rate, and the turbulent heat fluxes are calculated. 
There are close similarities between them and those for the 
turbulent kinetic energy, its dissipation rate, and the Reynolds 
stresses. In the budget for ks, only the production and dissi
pation are dominant far from the wall. There are the three 
major production mechanisms that maintain eg and balance 
with the dissipation. In the u'd' budget, the temperature pres
sure-gradient correlation and the dissipation act as major sink 
terms, but the former is predominantly effective in the v'd' 
budget. In general, the molecular diffusive terms are negligible 
except in the viscous sublayer. Among the molecular diffusion 
and dissipation terms of u'd' and v'd', the conductive ones 
are larger than the viscous ones for Pr < 1. 
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Impingement Cooling of 
Electronics 
Experiments were conducted to determine the performance of a system of low-
velocity air jets used to cool a simulated electronics package. The test model consisted 
of a uniform array of rectangular elements mounted to a circuit board. Each element 
was cooled by a cluster of four jets, and the spent fluid was vented at one end of 
the channel formed between the circuit board and the plate from which the jets were 
discharged. Reported are measurements of system pressure drop and convective heat 
transfer coefficients for elements at various sites within the array. Results indicate 
that (for the geometry tested) the largest portion of the total pressure drop occurs 
across the jet orifices. Further, the crossflow of spent air appears to enhance heat 
transfer for those elements near the exit end of the channel. 

Introduction 
The miniaturization of electronics circuits has led to con

tinually increasing levels of heat dissipation per unit of com
ponent surface area. This trend has provided motivation, during 
the past several years, for a significant volume of research 
related to electronics cooling. Objectives have been to generate 
more reliable and comprehensible data for existing cooling 
systems and to develop systems that offer superior cooling 
performance. 

In a typical package, heat dissipating elements are mounted 
to circuit boards, which are stacked within an enclosure. Cool
ing is accomplished using a fan or blower to move a low-
velocity airflow through the passages between adjacent boards. 
A number of investigators have made heat transfer measure
ments for such systems. Papers by Arvizu and Moffat (1982), 
Sparrow et al. (1982), and Wirtz et al. (1985) are representative. 
This type of direct air cooling offers the advantages of being 
simple, reliable, and relatively inexpensive. However, it is suit
able only for low to moderate heat loads. 

The need to explore thermal management techniques that 
offer higher cooling rates, while retaining air as the working 
fluid, is apparent. One such technique is impingement cooling, 
in which a solid surface is cooled by an array of fluid jets. It 
is well established that this scheme produces very high rates 
of convective heat transfer with minimal expenditure of flow. 

Impingement has been, for a number of years, an accepted 
technique for cooling hot section components in gas turbine 
engines. In fact, this particular application has historically 
driven most of the research related to impingement heat trans
fer. Past experiments have dealt mainly with jets impinging 
on flat or smooth curved surfaces, such as would be encoun
tered in these engines. Papers by Kercher and Tabakoff (1970), 
Metzger and co-workers (1969, 1979), and Hoilworth and co
workers (1978, 1987) are typical. In addition, the high supply 
pressures (several bars) available in gas turbine engines usually 
result in cooling system designs with widely spaced jets having 
very high (i.e., near sonic) velocities. 

In a typical electronics package, the surface geometry is 
characterized by large (relative to the jets themselves) blocklike 
elements attached to an otherwise flat surface. The elements 
are heated while the surface is essentially adiabatic. It is ap
parent that heat transfer data from earlier (i.e., gas turbine 
oriented) studies cannot be applied directly to the design of 
electronics cooling systems, because of such major differences 
in target surface geometry and thermal boundary conditions. 

Thus, the objective of our work was to investigate impinge-
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ment specifically as a strategy for cooling of electronics. Ex
periments were conducted to measure system pressure drop 
and element heat transfer. In addition, tests were conducted 
to characterize the so-called "thermal wakes" generated by 
heat dissipation elements within the array. Results were cor
related in terms of airflow and system geometry. 

Experimental Apparatus and Methods 
Figure 1 shows the test surface for which measurements were 

made. It is essentially a laboratory model of a regular in-line 
array of identical modules, mounted to a flat printed circuit 
board. The array has 8 rows, each containing 5 elements. Each 
element has a square planform with side length L = 25 mm and 
height B = h/4. The array is a fairly sparse one having S = L. 
This geometry had already been used for a prior study by Wirtz 
et al. (1985) in which the array was cooled by a uniform flow 
of air parallel to the P.C. board. Thus, a comparison of the 
cooling capabilities of the two schemes is readily made by 
comparing moduler heat transfer rates at the same airflow (or 
at the same pumping power). 

Individual modules are machined from aluminum, and pol-
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ished to a mirror finish to minimize thermal radiation. Four 
of them are hollowed out to accommodate 60-ohm resistive 
heaters. The cavity size is such that the wall thickness of the 
module is 2 mm. Each such module is also instrumented with 
two 36 gage thermocouples to measure its surface temperature. 
These are soldered to its inner surface, one near the center of 
its leading edge relative to the channel flow and one near its 
trailing edge. Heated elements are essentially isothermal. Dur
ing testing, the maximum observed difference between their 
readings was 1.8°C. The module heat transfer coefficient is 
easily deduced from the heat input (obtained by measuring 
current and voltage from the d-c power supply that drives the 
element heaters) and the measured element temperature and 
air temperature. The heater voltage is measured with a DVM 
connected across the power leads to the active element. The 
heater current is determined by measuring (with the same DVM) 
the voltage drop across a precision 1.0 ohm resistor in series 
with the heater. These heated elements can be moved to any 
location within the array at which local heat transfer is to be 
measured. Each of the remaining modules is instrumented with 
a single thermocouple near its centroid. All thermocouples are 
calibrated against a standard traceable to NBS: We can meas
ure element and gas temperatures to about ±0.2°C. 

The test surface itself is a laminated assembly of 3 mm balsa 
wood on 12 mm plexiglass, with the balsa being located on 
the side adjacent to the heated elements. The plexiglass pro
vided rigidity, while the balsa (which has a low thermal con
ductivity) minimizes conduction losses form the back faces of 
the elements and lateral spreading of heat in the plane of the 
test surface. While the test surface itself was not instrumented 
with thermocouples, a simple on-dimensional analysis indi
cated that conduction losses through this surface never ex
ceeded 4 percent of the heat input to a module. Furthermore, 
the same test surface was used for the earlier study by Wirtz 
et al. (1985) in which an infrared scanning system was used to 
map thermal wakes. The resulting thermal images showed very 
little spreading of heat into the balsa surface adjacent to heat-
dissipating elements. Modules are held to the surface with 
threaded nylon fasteners, and electrical leads are routed out 
via small holes drilled through the wall behind each element. 

Figure 2 shows the entire test facility. Impingement air is 
supplied by a compressor and dried and filtered upstream of 
the test rig. The flow rate is controlled using a pressure reg
ulator and hand-operated valves, and measured with a laminar 
flow element accurate to ± 2 percent of instantaneous reading. 
This device is essentially a constant area tube containing a 
porous medium. The hydraulic diameter of the flow passage 
is small enough so that flow is laminar, and the resulting drop 
in static pressure across the element (which we measured with 
an inclined manometer) is directly proportional to mass flow 
rate. For the particular unit we used, the pressure drop is about 

i I TYPICAL CLUSTER 
^ j r 0 ° OF JET ORIFICES 

O O y 

FLOW METER 

D 

H 

A. 
T 

JET 
PLENUM 

P„. Tn 

r—i r—i i—t i—ii—i 
—TEST 
SURFACE 

JPRESSURE 
REGULATOR 

COMPRESSOR 
Fig. 2 Test system 

16 mm of water at our minimum flow (4.0x 10~3 kg/s) and 
153 mm at our maximum flow (4.0 x 10"2 kg/s). 

The jet plenum is an airtight box made from 12 mm plexiglass 
with outside dimensions 28 cmx56 cmx9 cm. One face of 
the plenum is the orifice plate from which air jets are discharged 
toward the array of modules. Air enters the plenum at room 
temperature and is then distributed among the jet orifices. A 
baffle within the plenum prevents a "ram effect" at those jet 
orifices opposite the air inlet tube, which would result in locally 
increased jet flow. The plenum has two taps for measurement 
of the total pressure (P0) and two probes for measurement of 
the plenum temperature (T0). The temperature is measured 
with thermocouples of the type described above, and the plenum 
pressure is measured relative to atmospheric pressure with an 
inclined manometer. Plenum conditions (P0, T0) are measured 
between the baffle and the orifice plate. Jets issuing from the 
orifice plate impinge upon the test surface described in the 
previous paragraph. The clearance H (see Fig. 2) is set by the 
side skirts shown in Fig. 1. These skirts serve as spacers between 
the orifice plate and the modules, and they contain the spent 
coolant to exhaust only at the ends of the array. 

Each module is cooled by a cluster of air jets (see Fig. 2). 
Because the modules are square in planform, the natural choice 
is to adopt clusters that are square arrays of jets. For our study 
the clusters were all identical, and had the following geome
tries: 

Number of jets per cluster = 4 
Jet orifice diameter (rf) = 3.18 mm 
Center-to-center spacing between jet orifices = Ad 
Jet orifice design: square-edged with length/diameter = 4 

The geometric center of each cluster is aligned with the geo
metric center of the corresponding heated element, so that 

Nomenclature 

A = element surface area, m q = 
B = element height, mm 
d = jet orifice diameter, mm Q = 
E = voltage drop across element 

heater, V Re = 
h = element heat transfer coeffi

cient, W/m2-°C S = 
H = channel height, mm Ta = 
I = current to element heater, A TH = 

L = side length of element, mm 
m = coolant mass flow rate, kg/s T0 = 
n = number of coolant jets Ts = 
N = row number 
Pa = atmospheric pressure, N/m2 V = 

rate of convective heat trans
fer from heated element, W 
volume flow rate of coolant, 
m3/s 
jet Reynolds number, defined 
by Eq. (7) 
spacing between elements, mm 
air temperature, °C 
surface temperature of active 
element, "C 
plenum temperature, °C 
element surface temperature, 
°C 
mean jet exit velocity, m/s 

Ve = 

W = 
Z = 

AP = 
AP0 = 
AT = 

P 

Psl 

mean velocity at channel exit, 
m/s 
width of channel, mm 
jet standoff, mm 
pressure difference, N/m2 

loss in total pressure, N/m2 

difference between element 
surface temperature and air 
temperature, °C 
dimensionless temperature rise 
defined by Eq. (10) 
dynamic viscosity of air, N-S/ 
m2 

density of test air, kg/m3 

sea level density of air, kg/m3 
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each jet is (nominally) responsible for cooling one fourth of 
the element's surface. 

The test fluid used for these experiments was air near S.T.P. 
(S.T.P. denotes standard sea level conditions: pres-
sure= 1.01 x 105 Pa, temperature = 15°C) so that the Prandtl 
number of the fluid was held essentially constant at 0.71. Jet 
velocities were low enough, for all of the tests run, so that the 
air could be assumed incompressible. 

Procedures for running the various tests were straightfor
ward. Measurements of system pressure drop were conducted 
with all of the elements in place, but with none of them ac
tivated. Appropriate side skirts were chosen to determine H/ 
B, and the rig (plenum, skirts, test surface) clamped tightly 
together. The air flow rate (m) was set using the manually 
operated valves (see Fig. 2) in the air supply line, and its value 
was deduced from the pressure drop measured across the lam
inar element with a manometer. The constant pressure pro
vided by the regulator and the constant back pressure (i.e., 
ambient) ensured that the flow did not change measurably 
during the test run. System pressure loss was measured for 
both the "weak channel flow" case and the "strong channel 
flow" case. For the former, spent fluid was discharged at both 
ends of the channel formed between the plenum and the test 
surface. For the latter, a third skirt was installed at one end 
of the channel, so that spent air was discharged entirely at the 
other end. 

For measuring element heat transfer, the rig was assembled 
as above; one of the elements containing a heater was installed 
at the site (row, column) where a measurement was required. 
The flow rate was set as above, and the heater power supply 
adjusted until the element temperature reached the desired 
value: usually 40°C above the jet plenum temperature. All 
other elements remained inactive. After the operating condi
tions had stabilized, the heater power, element and plenum 
temperatures, flow rate, etc., were recorded. 

The region in the vicinity of an active (i.e., electrically heated) 
element in which the air temperature is measurably influenced 
by its heat input is termed the element's thermal wake. Any 
passive (i.e., not electrically heated) element that lies in such 
a wake assumes a so-called adiabatic element temperature, at 
which it is in thermal equilibrium with the heated wake fluid. 
Tests were conducted to characterize these wakes for an im
pingement cooled array. A single active element was installed 
in the center column of the array. The desired airflow was set 
and the active element's power input was adjusted until its 
temperature exceeded T0 by nominally 40°C. When conditions 
had stabilized, temperatures of passive elements in the center 
column and the two flanking columns were measured. 

Tests to determine pressure drop, element heat transfer, and 
thermal wake effects were run over ranges of the test variable 
that the authors felt appropriate for electronics cooling. These 
were: 

Channel height (H/B): 1.5, 2, 3 
Coolant flow (m): 4.0x 10~3 to 4.0X 10~2 kg/s 

Measurements of heat transfer were made on elements in each 
of the 8 rows of the array. Wake measurements were performed 
with the active element in rows N= 1, 2, 5, and 6 of the array. 
Rows are numbered consecutively with row 1 at the closed end 
of the channel. Heat transfer and wake measurements were 
made only for the "strong channel flow" case. 

Results 
It is necessary to have the pressure versus flow characteristics 

of a cooling system in order to specify an appropriate fan or 
blower to deliver air. Moreover, the product of volumetric 
flow rate and corresponding pressure drop represents the 
pumping power required to overcome losses in the cooling 
system. To this must be added any additional losses that occur 
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Fig. 3 Pressure drop versus airflow, channel open at both ends 

in ductwork upstream and downstream of the cooling system 
proper. 

Strictly speaking, it is the drop in total or stagnation pressure 
that one needs for determining the specification of an appro
priate air mover/motor combination. For each volume flow 
rate (Q), an inclined manometer was used to measure the jet 
plenum pressure (P0) relative to atmospheric pressure (Pa). 
Thus it indicated a reading given by 

AP = Po~Pa. (1) 
While the term P0 is a legitimate total pressure, Pa is essentially 
the static pressure of the air stream that exits the test section. 
Equation (1) must be corrected by adding the so-called dynamic 
pressure term to the exit static pressure. Furthermore, these 
tests were run in the M.E. lab at Gonzaga University (Spokane, 
WA), which is about 600 m above sea level. Thus, the density 
(p) of the test air was significantly less than sea level density 
(psj), and a second correction was applied to our data to refer 
them to sea level conditions. The resulting expression for the 
total pressure loss is 

AP0 = — (AP-1/2 Ve
2), 

P 
(2) 

where Ve is the (mean) velocity of air discharged from the 
channel. It was calculated for each flow (Q) using 

Q 
v„=-MWH 

(3) 

where M= 1 when air is vented at only one end of the channel 
and M=2 when it is vented at both ends. The quantity AP0 
is the desired total pressure loss that would occur at sea level; 
it was found never to differ from AP by more than 7 percent. 

Figure 3 shows the variation of pressure drop (expressed as 
AP0) with volume flow rate, based on our experimental data. 
For all the test runs of this figure, air was allowed to vent at 
both ends of the channel. Results are shown for several values 
of the dimensionless channel height, H/B. Data for H/B =oo 
were obtained by removing the test surface altogether and 
discharging the air jets directly into the room; as such, this 
represents a useful reference case in which the pressure loss is 
attributable entirely to the jet orifices themselves. As H/B is 
decreased, the channel flow velocity increases (at fixed Q), and 
losses in the channel contribute increasingly to AP0. However, 
Fig. 3 indicates that orifice losses are predominant for all of 
the geometries considered. Even for the narrowest channel 
tested (H/B = 1.5), about 90 percent (averaged over our range 
of Q) of the loss occurs in the orifices. 

Figure 4 shows corresponding pressure drop data for the 
case in which all spent air is discharged at one end of the 
channel. This serves to increase channel flow velocities (exit 
plane velocities are twice those of Fig. 3 at the same Q) so that 
losses in the channel contribute more significantly to the total 
effect than was the case in Fig. 3. For example, channel losses 
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Fig. 5 Typical variation of heat transfer with jet flow 

represent about 24 percent of the total (averaged over our range 
of Q) when H/B = 1.5. From the measurements of Q versus 
AP at H/B=oo, it was possible also to calculate the discharge 
coefficient (C) for the jet orifices. It was found that Cdepended 
upon the jet Reynolds number (Re) for Re < 2000 and that 
C=0.77 for the upper half of our flow range, 2000< Re < 5000. 

The cooling capability of a convective system is ordinarily 
expressed in terms of a heat transfer coefficient defined by 

h = 
Q 

A(Ts~Ta) 
(4) 

The air temperature in Eq. (4) was taken to be equal to the 
jet plenum temperature and Ts was determined as the arithmetic 
mean of the readings from the element's two embedded ther
mocouples. The high thermal conductivity of the element ma
terial (aluminum) ensured that they would be essentially 
isothermal. We were measuring element-averaged heat trans
fer, so that the area A was determined by 

A =L2 + 4BL = 0.00129 m2. (5) 
It includes the total surface area of the component that is 
exposed to the coolant: the " t o p " of element (on which the 
jets impinge) as well as the four "sides" of the element. Finally, 
the rate of convective heat transfer (q) was determined from 
the electrical power input (EI) to the element using 

q=EI-&q. (6) 

In Eq. (6) the term A.q is a small correction for conduction 
and radiation losses from the element. The former was cal
culated assuming one-dimensional conduction through the plate 
to which the components were attached, and the latter was 
calculated assuming an emissivity of 0.06 for the element's 
surface. The correction never exceeded 5 percent of EI. 

Figure 5 shows typical variations of the convection coeffi-

Table 1 Variation of h within a typical row (No. 2) of the 
array 

H/B 

2 
2 
2 
2 
2 

3 
3 
3 
3 
3 

Re 

510 
920 

1640 
2870 
5040 

510 
930 

1650 
2890 
5080 

column 

48 
65 
94 

132 
189 . 

48 
* 

93 
* 

186 

Values of/;, W/m 2 -

One column 
off center 

49 
64 
94 

122 
183 

46 
64 
88 

123 
180 

-°C 

Two columns 
off center 

48 
66 
92 

127 
192 

48 
65 
91 

129 
184 

cient with cooling flow. Data shown are for an element in the 
center column of row 2. For pure forced convection, it is 
ordinarily assumed that q is proportional to the surface-to-
fluid temperature difference (A7). Measurements of q were 
made at nominal LTs of 20°C and 40°C. As the figure shows, 
virtually identical h values were obtained for the two ATs. 
Thus there are no significant radiation or free convection ef
fects, and all other tests were run using A7,= 40°C. 

The test section was designed so that the flow would behave 
as if the array were infinite in the transverse direction. Under 
such conditions, h should not vary appreciably between ele
ments within the same row. The heat transfer coefficient was 
measured for three elements in row No. 2, and the results 
appear in Table 1. Asterisks in the table indicate tests that 
were not run. 

The cooling flow has been expressed as a (mean) jet Reynolds 
number defined by 

„ Am 
Re = - , 

7r rifid 
(7) 

where m is the total mass flow rate of air and n is the total 
number (160) of cooling jets. The column-to-column variation 
in h was found to be less than our experimental uncertainty 
( ± 5 percent), and all further tests were performed with active 
elements only in the center column. 

Figure 6 shows the row-to-row variation in h for 3 jet Reyn
olds numbers, which span the range of flows for which we 
have data. The table below indicates the mass flow rate and 
mean jet exit velocity (V) that correspond to each Re: 

Airflow level Re m, kg/sx 10 V, m/s 
Low 

Intermediate 
High 

510 
1640 
5040 

4 
13 
40 

2.7 
9.0 

27.6 

The velocity V is deduced from measurements of m using 

V=-
it/Apnd 

(8) 

For H/B=3, h is nearly constant from one row to another. 
However, for the smaller spacing (H/B = 2) there is a consistent 
tendency for h to increase as one approaches the open end of 
the channel. Typically both H/B yield nearly the same heat 
transfer near the closed end. However, at the open end (in 
row 8 for example) the h values for H/B = 2 exceed those for 
H/B =3 by about 22 percent (average for the three flows of 
Fig. 6). 

In the literature of impingement heat transfer, the flow of 
spent fluid in the channel is usually termed a crossflow; and 
these studies indicate that the behavior of Fig. 6 is due to two 
effects associated with the crossflow. First, there is a static 
pressure gradient in the channel, with the lowest pressure oc
curring at the open end. Because the plenum pressure is the 
same for all jets, the pressure differential is largest for those 
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Fig. 6 Row by row variation in heat transfer 

near the exit. Hence the local flow per jet and the corresponding 
local impingement h are largest. Second, the h values reported 
for each element are averaged over its entire air-cooled surface. 
The jets impinge primarily on the top surface which, for our 
elements, represents 50 percent of A. The four sides (the re
maining 50 percent of A) are cooled mainly by the channel 
flow. This crossflow is cumulative in the sense that it is the 
sum of all coolant introduced (as jets) farther upstream. Hence 
elements near the channel exit experience larger crossflow ve
locities and therefore increased heat transfer on their side sur
faces. 

It is possible that the difference in row by row variation in 
h for Re = 1640 and Re = 5040 in Fig. 6 is related to the char
acteristics of channel flows. The local pipe flow Reynolds 
number increases along the channel as jet flow is introduced. 
However, we can reasonably determine a nominal value based 
on the wetted perimeter of the channel (accounting for the 
presence of the elements) and the flow halfway along the chan
nel (whose value is m/2). The resulting channel flow Reynolds 
numbers corresponding to the three jet Reynolds numbers of 
Fig. 6 (i.e., 510, 1640, and 5040) are roughly 700, 2100, and 
6600, respectively. If one assumes that transition begins to 
occur at a channel flow Reynolds number around 2000, then 
this may provide an explanation of the observed behavior. 
Figure 6 also indicates that there is some periodicity super
imposed upon the streamwise variations in h already discussed. 
This behavior is apparent for Re = 5040 and still observable at 
Re = 1640. The flow in a system such as this is extremely com
plex, and further work (flow visualization, etc.) is needed be
fore either phenomenon can be explained with confidence. 

Figure 7 shows the variation of array-averaged heat transfer 
with coolant mass flow rate. The data are shown compared to 
results obtained earlier (Wirtz et al., 1985) when the same 
matrix of elements was cooled by a channel flow of air. The 
impingement system yields heat transfer coefficients that ex
ceed those of the conventional system by 50 percent (averaged 
over our test range of m). Strictly speaking, the h's reported 
by Wirtz et al. are based on so-called adiabatic element tem
peratures, to be discussed later in this paper as well. In the 
work reported here, heat transfer coefficients are based on the 
air plenum temperature T0. However, heat transfer is measured 
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for individual elements within the array with all other ones 
unheated. Under these conditions, the plenum temperature and 
the adiabatic element temperature are essentially identical. It 
was not possible to make such a comparison at equal pumping 
power as no pressure drop data was taken in the channel flow 
study. 

Figure 8 shows our (average) heat transfer data replotted in 
the dimensionless variables generally used to correlate im
pingement data. The mean Nusselt number is defined as 

Nu = hd/K, (9) 

and the standoff (Z = H-B) is the distance between the orifice 
plate and the top surface of a typical element. It is difficult 
to make a direct comparison between our data and that of 
other investigators. To date, there are no published experi
ments dealing with impingement cooling of surface geometries 
such as found in electronics packages. Trabold and Obot (1987) 
measured heat transfer for jets impinging on a surface with 
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roughness elements. However, the elements were transverse 
ribs whose size was small compared to the jet diameter. Fur
thermore, the entire surface, including the ribs, was isothermal. 

Because our heated elements are large compared to the jets 
themselves, it seems more appropriate to compare our data to 
results obtained by others for jet arrays impinging on large, 
flat, isothermal surfaces. Figure 8 includes the correlation ob
tained by Kercher and Tabakoff (1970) for jet spacing/di
ameter =4. Our heat transfer coefficient has been based on 
the total surface area of an element even though the jets im
pinge directly on only 50 percent of A; the remaining 50 percent 
is cooled (probably at a much lower rate) by the crossflow. 
Thus our Nu values are significantly lower (at each Re) than 
those of Kercher and Tabakoff, for whose experiment the 
entire heated surface was washed by jets. If one bases our h 
values on only the top surface area of the elements and further 
assumes that the remaining surfaces contribute no significant 
heat transfer (not entirely true of course) then our Nu values 
are exactly doubled at each Re. This results in the upper set 
of curves shown on Fig. 8. The fact that our heat transfer 
coefficients (defined these two ways) bracket those obtained 
by Kercher and Tabakoff implies a reasonable degree of agree
ment. 

Each active element generates a so-called thermal wake. A 
typical passive element that resides in such a wake will be heated 
by the wake so that its adiabatic temperature (Tai) will exceed 
that of the unheated fluid (7;). Figure 9 shows distributions 
of passive element temperatures that result from heat input 
from a single active element, which will hereafter be referred 
to as element H. The temperature rise at a typical passive 
element is expressed in nondimensional form as 

T —T 
1 m * o (10) 

where 6 is zero for those that reside outside of the wake. 
Figure 9(a) shows a typical row-by-row variation of 6 pro

duced when element His in the center column (hereafter iden
tified as column C) of row 2. Behavior is somewhat similar to 
that which has been observed by Arvizu and Moffat (1982) 
and Wirtz et al. (1985) for module arrays in conventional 
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Fig. 10 Dependence of wake function on jet Reynolds number 

channel flows; for elements in the same column as element H, 
the temperature rise is largest for the passive element imme
diately downstream from the active one. The effect diminishes 
for elements farther downstream. The jet fluid that impinges 
on (and is heated by) element H is eventually turned down
stream by the crossflow. For Fig. 9(A), the active element is 
near the upstream end of the channel where the crossflow is 
relatively weak. Apparently the heated fluid from element H 
is able to penetrate sufficiently in the traverse direction to 
produce a small but detectable temperature rise in flanking 
columns. This tendency was observed for all tests in which 
element H was in rows N= 1 and N= 2. 

Figure 9(b) shows corresponding results produced when ele
ment H is in row 5. The behavior of passive elements in column 
C differs little (at the same Re) from that of Fig. 9(a). Row 5 
is near the exit end of the channel, so that the crossflow is 
relatively strong. There is less lateral penetration of warm fluid 
from element H, so that the temperature rise in flanking col
umns is close to negligible. 

It needs to be pointed out that the measured temperature 
rise (Tai— T0) terms were small. Those in column C never ex
ceeded 4.0°C, while those in flanking columns were never 
greater than 1.0°C. Our uncertainty in measured temperature 
differences was estimated to be ±0.3°C. These results must 
be viewed with this in mind. 

For a heated element in row N of column C, the largest 
temperature rise occurred always at the element in row (N+ 1) 
of the same column. Its magnitude did not vary appreciably 
when the active element was moved from one row to another, 
nor was it affected strongly by H/B. However, there was a 
fairly pronounced Reynolds number effect. It is interesting to 
note that in an experiment dealing with channel flow cooling 
of electronics, Arvizu and Moffat (1982) found that d\oc 
ReZ °'3 where Re£ is a Reynolds number based on the velocity 
in the channel and the side length of a component. Figure 10 
shows the nondimensional temperature rise (di) for the element 
in row (N+ 1) as a function of the (jet) Reynolds number. At 
each Re, 8\ is the average of the values measured at the various 
H/B and N (i.e., active element row) for which we had data. 

It is generally accepted that the convective heat transfer for 
element i in a package can be calculated using 

gj = hA(Tsi-Tal), (11) 
where the local adiabatic element temperature (Tal) acts as the 
effective fluid temperature. Heat inputs from other modules 
in the array affect Tai, but hi is determined only by airflow, 
geometry, and the location of i in the array. In a typical sit
uation, element i may lie in the thermal wakes of several other 
active elements. For channel flow cooling, Arvizu and Moffat 
(1982) have suggested a linear superposition technique in which 
the air temperature rise (Tai - T0) at element i is deduced simply 
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by adding the contributions that each other element would 
produce at / if only that element were active. While it is plau
sible that such a superposition method is applicable to im
pingement cooled packages, we have not as yet conducted 
experiments to test its validity. In spite of the discussion related 
to Eq. (11), we have chosen to define element heat transfer 
coefficients in this paper using Eq. (4), in which the plenum 
temperature T0 replaces Tai. Use of the heat transfer data 
presented here is made simpler as the same effective fluid 
temperature is applied to all elements in the array. Further
more, the value of T0 is readily available to the practitioner 
in a typical design situation. 

The quantities reported in this paper are typically determined 
from the results of several lab measurements. As such, the 
uncertainty in each depends upon the errors in the measure
ments from which it was derived. These were estimated using 
the method suggested by Holman (1989). 

Flow-related variables include the Reynolds number and the 
cooling system pressure loss. The uncertainty in Re depends 
upon the accuracy (± 2 percent of instantaneous reading) of 
the flowmeter and the tolerance (±0.05 mm) on the jet orifice 
diameter. It was estimated to be ±4.5 percent. The uncertainty 
in AP„ depends upon the accuracy with which the inclined 
manometer could be read (±1 mm) and, to a lesser degree, 
upon uncertainties in the air density and the small correction 
(see Eq. (2)) for the dynamic pressure of the vented coolant. 
The maximum manometer deflection, 101 mm of water, was 
observed at the high end of our flow range. Under these con
ditions, the uncertainty in AP0 was estimated to be ±2.5 per
cent. At the low end, the deflection was barely detectable to 
the eye, and the uncertainty could exceed 100 percent. A more 
realistic figure is the uncertainty in AP0 at the middle of our 
range of flows; this value is ±5.5 percent. 

Thermal variables include the module convection coefficient 
and the wake function. The uncertainty in h depends upon 
uncertainties in measuring voltages across the element heaters 
and across the calibrated resistor (±1 percent), resistance of 
the calibrated resistor (±1 percent), and the element-to-fluid 
temperature difference (±0.4°C). Furthermore, the tolerance 
on each dimension of an element (±0.13 mm) gives an un
certainty of ± 1.3 percent on its surface area. Finally, the small 
correction calculated for conduction and radiation losses was 
assumed (very conservatively) to have an uncertainty of ± 50 
percent. These all contribute to an uncertainty in h of somewhat 
less than ±5 percent. 

The wake function 6 was determined from Eq. (10) using 
measured values of the three temperatures indicated. For all 
the tests reported, the denominator (TH- T0) had a nominal 
value of 40 °C, and the uncertainty in measuring individual 
temperatures was ±0.3°C. The largest observed value of the 
numerator (Tai- T0) was about 4°C. Under these conditions, 
the uncertainty in 6 is ±11 percent. For very small 0, the 
uncertainty can exceed 100 percent. However, under such con
ditions the thermal wake effect is of no consequence anyway. 

Conclusions 
Experiments were conducted to characterize the perform

ance of an impinging air jet system used for electronics cooling. 
The test surface was a model of a regular array (eight rows, 
five elements per row) of identical rectangular elements 
mounted on a P. C. board. Each element was cooled by a cluster 
of four jets impinging on its top surface. Jets issued from a 
plenum, and the spent fluid was vented at one or both ends 
of the channel formed between the plenum and the test surface. 
Significant findings were the following: 

1 System total pressure drop (AP0) occurred, for the most 

part, across the jet orifices for the (fairly spaced) element arrays 
tested. Even for the narrowest channel tested (H/B= 1.5) the 
orifices were responsible for about 90 percent of AP0 when air 
was vented at both ends of the channel, and for about 75 
percent of AP0 when it was vented at only one end. 

2 The element heat transfer coefficient (h) was measured 
for the case in which air was discharged at only one end of 
the channel. The row-to-row variation in h was found to be 
small for our larger channel height H/B = 3. For H/B = 2, 
however, h increased significantly toward the open end of the 
channel. This was attributed to the locally stronger crossflow, 
which gives increased cooling on the sides of the elements on 
which the jets do not directly impinge. 

3 Jet arrays yield, in general, significantly higher levels of 
heat transfer than conventional fluid cooling methods; this 
was undoubtedly the case for the top surfaces of elements on 
which jets directly impinged. However, the sides of the ele
ments (which represent 50 percent of their surface area for our 
system) must rely mainly on crossflow cooling. The net effect 
is that the impingement system gave array-averaged heat trans
fer exceeding that of conventional channel flow cooling (ap
plied to the same package) by about 50 percent at the same 
airflow. We expect a greater performance increment for designs 
in which jets are deployed over a larger fraction of the available 
surface. 

4 The thermal wake effect was most pronounced in the 
column containing the active element, with the element im
mediately downstream from it experiencing the greatest rise in 
adiabatic temperature. However, when the heated element was 
near the closed end of the channel, the locally weak crossflow 
allowed some penetration of warm fluid into adjacent columns. 
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Effects of Wall Conduction and 
Darcy Number on Laminar Mixed 
Convection in a Horizontal Square 
Porous Channel-
This paper investigates the effects of peripheral wall conduction and Darcy number 
on laminar mixed convection in the fully developed region of a horizontal square 
porous channel with a uniform heat input. Because of the combined effects on 
nonaxisymmetric channel configuration, buoyancy-induced secondary flow, and 
noninfinite wall conduction parameter, the flow and heat transfer characteristics 
are greatly affected by the peripherally nonuniform wall temperature distribution. 
A modified Darcy-Forchheimer-Ergun flow model in the porous medium and a 
finite-difference method are applied. Secondary flow patterns, isotherms, wall tem
perature distributions, the friction factor, and the Nusselt number are presented for 
a flow in the Darcian porous medium (Da—0) to a pure fluid flow (Da— oo) with 
Kp=10~4-l(f, Gr=0-1010, and Pr=0.1, 0.73, 7.2, and 100. Wall temperature 
distributions and the Nusselt numbers are compared with existing experimental data. 

Introduction 
Transport of momentum and thermal energy in fluid-sat

urated porous media with low permeability is commonly de
scribed by using Darcy's model for the conservation of 
momentum and by an energy equation based on the velocity 
field found from this model. Non-Darcian effects, which are 
usually neglected in low-permeability media, have been shown 
to be very significant in media with high permeabilities (Vafai 
and Tien, 1981). To account for the effect of a solid boundary, 
Kaviany (1985) studied the forced convection heat transfer in 
a porous channel bounded by isothermal parallel plates based 
on the Brinkman-extended Darcy model, and Nakayama et 
al. (1988) treated the wall by a constant heat flux and a pe
ripherally uniform wall temperature. Poulikakos and Renken 
(1987) investigated the effects of flow inertia, variable porosity, 
and solid boundary on forced convective flow through porous 
media between parallel plates or in circular pipes. They found 
that the boundary and inertia effects decrease the Nusselt num
ber, whereas the effect of flow channelling increases the Nusselt 
number. Furthermore, Prasad et al. (1985) have suggested that 
the effective thermal conductivity should not be the one based 
on stagnant fluid conditions, but should include a contribution 
from convective motion. Similar concepts in forced convective 
heat transfer in a channel have been used by Cheng et al. 
(1988). 

Laminar mixed convection in ducts is encountered in a wide 
variety of engineering situations, including heat exchanger 
without or with a porous medium for viscous fluids in chemical 
reactors, solar collectors, heat pipes, devices for electronic 
cooling, and other industrial applications. In the formal case, 
analyses have been performed via finite-difference schemes in 
the fully developed region of horizontal channels (Cheng and 
Hwang, 1969; Chou and Hwang, 1984). Numerous experi- . 
ments (Morcos and Bergles, 1975; Chou and Hwang, 1987) 
were carried out for the approximate thermal boundary con
ditions of uniform heat flux or circumferentially uniform wall 
temperature. The latter case, numerical calculation (Islam and 
Nandakumar, 1986, 1988), examined the multiplicity of so

lutions on laminar mixed convection in horizontal porous 
channel by using the Darcy and Brinkman models with Bous-
sinesq approximation, and the experimental studies in hori
zontal packed-sphere channels reported by Combarnous and 
Bia (1971) and Lin (1990). 

In many engineering applications, the boundary conditions 
in mixed convection cannot be considered either uniform wall 
temperature or uniform heat flux. Because of the combined 
effects on nonaxisymmetric channel configuration, buoyancy-
induced secondary flow, and noninfinite wall conduction pa
rameter Kp, flow and heat transfer characteristics are greatly 
affected by the peripherally nonuniform wall temperature dis
tribution (Hwang and Chou, 1987). Morcos and Bergles (1975) 
and Chou and Hwang (1987) studied the combined free and 
forced laminar convection in horizontal ducts with wall con
duction as a correlation parameter. 

When the channel is filled with a porous medium, the ef
fective thermal conductivity and the wall conduction parameter 
Kp = kwt/(k°eDe) are usually greatly affected. Consequently, the 
flow and heat transfer characteristic are varied. According to 
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the authors' best knowledge, the effect of wall conduction on 
convective heat transfer in a porous channel has not been 
reported in the literature yet. The main objective of this study 
is to examine the effects of wall conduction and Darcy number 
on the combined free and forced convection in the hydrody-
namically and thermally fully developed region of a horizontal 
square porous channel. 

Theoretical Analysis 
Consider a steady flow in the hydrodynamically and ther

mally fully developed region'of a horizontal square porous 
channel under an axially and peripherally uniform heat flux 
qw on the outer surface of the channel wall with a finite wall 
thermal conductivity and wall thickness. The physical config
uration is shown in Fig. 1. The thermal boundary condition 
can be achieved by electrically heating the channel wall from 
the outer surface. It is assumed that the fluid and the solid 
matrix are in local thermal equilibrium and that the magnitudes 
of the thermophysical properties are constant. Under these 
asumptions and by treating the solid matrix and the fluid as 
a continuum, the local volume averages of the mass, momen
tum, and energy equation were established by Vafai and Tien 
(1981) for steady, homogeneous porous media: 

Continuity equation: 

V t / i = 0 (1) 

Momentum equation: 

& ( [ / , . V)t/i = 
e 

- V P + - / i / V 2 [ / , + - p / g 
6 € £ 

-%*-*£ M.IW (2) 

Energy equation: 

(Pc)/(t/1.v)r=^ev
2r 0) 

where / i s the pore velocity unit vector. For a porous medium 
of uniform porosity, the Darcy-Brinkman-Forchheimer model 
is similar to those of Catton (1985), Hsu and Cheng (1990), 
and Kladias and Prasad (1989, 1990). In these studies, the 
conservation equations were obtained by integrating over a 
small volume element containing both solid and fluid regions. 
In Eq. (2) of the present study, Ui represents the local average 
velocity in fluid region only and is defined as Ux = Ud/e, where 
e is the porosity and Ud is the global average velocity including 

both the solid and fluid regions. The averaging process is 
described in detail by Vafai and Tien (1981). 

The present approach using Eq. (2) can be used from Da—0 
(Darcian flow) to Da—oo (pure fluid flow). It is seen that the 
second, fourth, and fifth terms on the right-hand side of Eq. 
(2) are expressions for channel boundary viscous drag, Darcy 
frictional drag, and inertia drag. Note that by keeping the first, 
third, and fourth terms on the right-hand-side of Eq. (2) and 
neglecting the rest of them, the momentum equation reduces 
to that for the familiar Darcian flow. On the other hand, when 
the porosity e = 1 and the permeability K-> oo, Eq. (2) reduces 
to the convectional momentum equation for pure fluid flow. 
The value of permeability K and Forchheimer's constant F can 
be calculated from the Ergun model (Ergun, 1952) for random 
packed spheres as follows: 

K = 
e V 

and F= 
1.75 

(4) 
1 5 0 ( 1 - 0 " V150 

where d is the mean particle size (i.e., the diameter of the 
beads). For a two-dimensional flow and the Boussinesq fluid, 
the following dimensionless variables are introduced: 

x = X/De, y=Y/De, u=UDe/vf, v=VDe/vf, w=W/~W, 

P = PZ(Z) + p}/(pfD%}'p, and T= Tr+ (qwDe/ke)-6 (5) 

The axial conduction term in the energy Eq. (3) is neglected 
because the thermal boundary condition is axially constant 
heat fluxjbr fully developed flow, i.e., 8T/dZ = dT/dZ = 
4qw/(pjCjeWDe) = const. By using stream function, u = d\p/ 
dy and v = — d\j//dx, and the vorticity, V2^ = - £, the 
dimensionless equations expressing the transport of vorticity, 
axial momentum, and energy become: 

Da 

Da 

dx dy 
= Da 

By 
+ DaGr 

de 

dx 

-£-0.143-Da° lfl£ + v — \v\ 
' dx ~ 

-K— \v\ 

dw dw 
u \-v — 

dx dy 
= C + D a 

dzw d2w 

dx2 dy 

-w-0.143Da 0 ' 5 ly lw 

Pr 
50 d0 
dx dy 

+ 4w = 
dx2 + dy 

(6) 

(7) 

(8) 

where Da = K/(eL%) = Da ' /e , Gr = (3gqJ)4
e/(ijke) = 

Grjik/ke), \v\ = [u2 + v2 + (Rew)2]05, Re = WDe/vf, 

N o m e n c l a t u r e 

a = channel width or height, 
m 

C = a constant defined in Eq. 
(7) 

c = isobaric specific heat, 
J/kgK 

d = characteristic particle 
dimension, m 

Da, Da' = modified Darcy number 
and Darcy number, 
Da = D a 7 e = ̂ /eD2, 

De = hydraulic diameter, a, m 
D, = empirical constant de

fined in Eq. (20) 
F = a constant defined in Eq. 

(4) 
/ = friction factor = 2rlv/ 

(pW2) 

g = gravitational acceleration, 
m/s2 

Gr = modified Grashof 
number = ^gqJD^/ivfke) 

h = average heat transfer 
coefficient, W/m2K 

/ = pore velocity unit vec
tor = U\/\UX\, or integer 

K = permeability of saturated 
porous medium, m2 

Kp = wall heat conduction pa
rameter = kwt/(k°eDe) 

ke = effective thermal conduc
tivity of porous 
medium = k° + k„ W/mK 

k\ = stagnant thermal conduc
tivity of porous medium, 
W/mK 

kf = fluid thermal conductivity 

k, = thermal dispersion con
ductivity of porous me
dium, W/mK 

m = empirical constant de
fined in Eq. (20) _ 

Nu = Nusselt number = hDe/ke 

n = dimensionless inward-
drawn normal, or integer 

P, p = pressure and dimension
less pressure, N/m2 

Pe = particleJPeclet num
ber = e Wd/(af(\ - e)) 

Pr = modified Prandtl num
ber = vf/ae 

q„ = wall heat flux per unit 
area, W/m2 

RSLD = Darcy-Rayleigh 

number = Kg/Sq^D1,/ 
{,evfaeke) 

Journal of Heal Transfer AUGUST 1992, Vol. 114/615 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C = - (dPz/dZ)K/(eiifW), and Pr = Vf/ae = Prfe(kf/ke). It 
is noted that only four parameters, Da, Gr, Re, and Pr, appear 
in Eqs. (6) to (8) by using the modified parameters. Otherwise, 
two more parameters, e and (k/ke), will also be presented. 

Because of symmetry, it is necessary to consider only half 
the region, and the associated boundary conditions are 

3$ di£ 
dx dy 

-=w = 0 on the channel wall 

— = T~J = — = — = £ = 0 along the center plane 
8y ox dx dx 

(9) 

In the present study, the values of the stream function on the 
channel walls and along the center line are taken as zero for 
simplicity. The derivation of thermal boundary condition along 
the channel wall can be found from Shan and London (1978) 
and Hwang and Chou (1987). The dimensionless thermal 
boundary condition is: 

1 + ^ + Kp 
ds2 i = 0 (10) 

where the subscript T denotes the inside surface of the channel 
wall, n is inward normal, sis the circumference of cross section, 
and Kp = k„t/(k°De) is a parameter indicating the relative 
importance of wall heat conduction and convection in the 
porous channel. A noteworthy result is observed in Eq. (8) 
that the axial conduction term can be neglected under the 
assumptions of axially uniform heat input and thermally fully 
developed condition. Two limiting cases, Kp = 0 and oo, yield 
the boundary conditions of uniform heat flux and uniform 
wall temperature, respectively. The value of Kp in a channel 
flow can be changed by filling the channel with a porous 
medium. For instance, for the case of gas flows in a thick 
metal channel with a relatively small De, Kp is high and the 
thermal boundary condition can be approximated as a uniform 
wall temperature. If the channel is filled with a metal porous 
medium, then k\ increases drastically and the thermal boundary 
condition is changed. A reversed situation can be found in the 
case of molten metal flows in a nonmetal channel filled with 
a nonmetal porous medium. 

Flow and Heat Transfer Characteristics 
The important overall flow and heat transfer characteristics 

in a channel flow are indicated by the friction factor and the 
Nusselt number, respectively. Following the convectional def
initions, the boundary viscous friction factor and the Nusselt 
number are written as 

fv=(Tw)/\^pfW 

Nu = -
hDe qwDe 

(11) 

ke \TW Tj,)ke 

where TW is the mean wall shear stress and qw is the mean wall 
heat flux. Deriving both the fw and qw from the averages of 
local derivatives, then the product of boundary viscous friction 
factor and the Reynolds number, and the Nusselt number 
become 

/^Re = 2 -2(£) 
Nu = v/[w(eK-e)] (12) 

On the other hand, the friction factor and the Nusselt number 
can be also derived from the overall force and energy balances, 
and the results are 

/KRe = ^Da- ' [C-( l+0 .143-Da°- 5 l5 l ) ] 

Nu=l / [w(0 w -0) ] where I til ••[u2+v2 + (Rew)2f5 

(13) 

In addition to the boundary frictional drag, the fully de
veloped flow through a porous duct experiences also a bulk 
frictional drag induced by the solid matrix (designated as Dar-
cy's pressure drop) and a flow inertia drag induced by the solid 
matrix at high flow rate (designated as Forchheimer's form 
drag). The bulk friction (Darcy) and the inertia (Forchheimer) 
drag coefficient are defined as follows: 

fD = (»fK~leW) I - \p,wAJ-T*- VRe 

fI=(O.U3,pfK-°-5eos\Ui\W) pfW 

= -0.143Da--5 l i ; l /Re (14) 
2 -

Nomenclature (cont.) 

Re = Reynolds number = 
WDJvj 

T = temperature, K 
t - thickness of channel wall, 

m 
Ud = global average velocity in

cluding both the solid and 
fluid regions 

Ux = local average velocity vec
tor in void volume 

X, Y, Z 

x,y 

0 = 

r, V, W 

U, V, W 

\v\ 

= Vf 'iufUdv 
= local average velocity 

components in X, Y, and 
Z directions, m/s 

= dimensionless velocity 
components in x, y, and z 
directions 

= magnitude of dimension
less velocity 
= [u2 + v2 + (Re-wf]0-5 

e 

e 

/v 
"/ 

£ 
pf 

Cartesian coordinate sys
tem 
dimensionless Cartesian 
coordinates 
thermal diffusivity of po
rous medium = ke/(epfCf) 
isobaric coefficient of 
thermal expansion of 
fluid, K_ 1 

= porosity- of porous me
dium 

= dimensionless temperature 
difference = {T-Tr)/ 
(gjie/ke) 

= viscosity of fluid, kg/ms 
= kinematic viscosity of 

fluid, m2/s 
= vorticity 
= density of fluid, kg/m3 

TW = wall shear stress, N/m 
t/r = dimensionless stream 

function 

Superscripts 

k = 

Subscripts 

b = 
/ = 

i,J = 
o = 

r = 

w = 
z = 
A = 

average value 
number of iteration 

bulk quantity 
quantity based on fluid 
nodal point 
condition for pure forced 
convection 
along reference line B in 
the channel direction 
condition at wall 
in z direction 
difference 
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Table 1 Numerical experiment for grid size 

Nu 
\ f R e 

C a s e \ 

1 

2 

3 

Gr 

0 

0 

25750 

Parameters 

Da Pr Kp 

4 4 

10 10 

4 -4 
10 10 

104 0.73 104 

Re 

10 

10 

10 

10X20 

3.640 

14.10 

3.120 
14.10 

4.640 
16.48 

Grid Size 

30x60 

3.612 

14.20 

3.101 
14.20 

4.553 
16.51 

50X100 

3.611 
14.22 

3.100 
14.22 

4.546 
16,51 

3.608 t 

14.23 

3.08 t 
14.23 

4.556 t 
16.58 

8 : Grid size for presen t numer ica l 
t : Shah and London, 1976 
t • Chou and Hwang, 1984 

study 

oA 
An 
^9.069/ 1 

.025 0 ^ 

l^^^oi1^ 
-.09-x 

i z-i^V 
i — ! ^ 

A 
-~27 y 

- 2 2 4 \ \ 

JJ 
(a) Kp = 0.1 0 (b) Kp=l o-

(e) Kp = 10 (f) Kp = 10 

Fig. 2 Isotherms and streamlines for Pr = 0.73, Gr = 3x109 , Da = 
1<r6, and Re = 0-103 with (a) Kp = 0.1, (b) Kp = 1, (c)-(d) Kp = 10, 
and (e)-(f)Kp = 10" 

formulation of finite difference Eqs. (6)-(8) and (10) and the 
related boundary condition (9) are omitted here for simplicity. 
In order to have a convergent solution in a higher Gr regime, 
the power-law scheme of Patankar (1980) and a strongly im
plicit scheme of Lee (1989) were employed. The procedure for 
solving the finite-difference equations is: 

1 Assign values of Da, Pr, Gr, Re, and Kp, and initial 
values for \p, £, w, and 6 in Eqs. (6)-(8) and (10). 

2 New values of the stream function ^ can be found from 
the assigned value of £ at each node. 

3 The velocity components u and v are then computed. 
4 Values of the vorticity on the boundary are calculated 

from the associated boundary conditions for \p. 
5 With the assigned Da, Gr, and Re, and the values of u 

and v from step (4), Eq. (6) can be solved for £. 
6 Give an initial value for the constant C and solve Eq. 

(7) for w. The new value of C is adjusted by considering 
the relation: 

Cntvi = CM/(\\wdXdY/a2) (16) 

It is noted that the value of C will be unchanged if the 
global continuity equation $\wdXdY/a2 = 1 is satisfied. 

7 Equations (8) and (10) are solved for 6 at interior points 
and along the wall. 

8 Repeat steps (2) to (7) until the criterion of convergence 
for tp, £, w, and 6 is satisfied: 

M a x l F ^ ' - F ^ I / M a x I F ^ ' l ^ l O " 5 (17) 

9 Compute the friction factors and the Nusselt number. 
As shown in Table 1, a numerical experiment was conducted 

to establish the mesh sizes for different parameters. A con
vergence study of the numerical solution can be also made by 
comparing the data with the known values for pure forced 
convection (Shah and London, 1978) and mixed convection 
(Hwang and Chou, 1987) for the limiting case of pure fluid 
flow Da—oo. It is seen that for grid s ize=50xl00, Gr = 0, 
Da= 104, and Kp- 10"4 the Nusselt number and the product 
of friction factor and the Reynolds number, / R e , are 3.100 
and 14.22, respectively. These values are within 0.65 and 0.07 
percent of the known values Nu = 3.08 and/Re = 14.23 of Shah 
and London (1978) for pure forced convection and peripherally 
uniform wall heat flux. Similarly, for Kp = 104, the Nusselt 
number is 3.611, which also shows a small difference of 0.08 
percent from the known value of 3.608 of Shah and London 
(1978) for the case of uniform wall temperature. For mixed 
convection, Nu a n d / R e are 4.546 and 16.51, respectively, 
which are within 0.2 and 0.4 percent of the known values of 
4.556 and 16.58 of Chou and Hwang (1984) for Gr = 25750 
and peripherally uniform wall temperature. This observation 
confirms the accuracy and convergence properties of the pres
ent numerical solution. 

The summation of fy, fo, and / / is 

<°\ III 
\2 

fT=fv+fD+fi=-(.dPz/dZ) PfW
2\ = ; C D a " V R e 

(15) 

In the present study, Eqs. (13)-(15) are used. 

Method of Solution 
In order to predict the flow and temperature fields accu

rately, particularly for low Darcy numbers, a large number of 
nodes are required near the walls. Hence, a coordinate stretch
ing transformation has been introduced to distribute a rea
sonably large number of grid points near the walls. Accordingly, 
the x and y coordinates are transformed by using a simple 
algebraic relationship PxPj = PXPN(J- l/N- 1)", for 1<J<N 
and 1 </2<2 (e.g., n = 1, for the case of uniform grid), where 
Pi and PN are the positions of the end points and Pj is the 
position of an intermediate point. The details regarding the 

Results and Discussion 

Effect of Wall Heat Conduction Parameter Kp. To illus
trate the effect of wall heat conduction parameter, Kp, on the 
secondary flow and temperature fields, streamlines and iso
therms for the cases of Kp = 0.1, 1, 10, and 104 with Pr = 
0.73, Gr = 3 x 109, Da = 10"6, and Re = 0-103 are shown in 
Figs. 2(a-f). The value of the stream function is set to zero 
along the channel wall and the center symmetry line. The 
maximum absolute value of the stream function may be re
garded as the intensity of secondary flow. The maximum ab
solute value of the stream function is 8.147 for Kp = 0.1 and 
is 12.899 in Fig. 2(e) for Kp = 104 for two-vortex patterns. A 
58 percent increase in the maximum value of the stream func
tion is observed from the latter case to the former case. This 
indicates that the intensity of secondary flow is stronger in the 
case of uniform wall temperature (Kp = 104) than in the case 
of uniform heat flux (Kp = 0.1). Consequently, the temper
ature difference indicated by - 0 is larger for Kp = 0.1 than 
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for Kp = 104. It is seen from Figs. 2(c-f) that the dual solutions 
of two- and four-vortex flow patterns for Kp are 10 and 104. 
Due to the additional vortex pair formed near the center-
bottom wall in Figs. 2(d) and 2(f), the maximum of —6 is 
larger for the two-vortex than for the four-vortex case. This 
means that the fluid is well mixed by the stronger secondary 
flow motion for the case of four-vortex flow pattern. 

In electronic cooling, the devices can be damaged by the 
highest temperature of the heat sink instead of the average 
one; therefore the temperature distribution along the channel 
wall is of practical interest for a varying wall conduction pa
rameter Kp. Figures 3 (a, b, c) show the wall temperature 
distributions along the channel wall for the case of Pr = 0.73, 
Da = IO -6 , and Re = 0-103 with Gr = 0, 108, and 109, 
respectively. It is seen that for the case of purely forced con
vection Gr = 0, the temperature distribution is symmetric with 
respect to the horizontal center line Y = b/2. As the conduction 
parameter Kp increases, the wall temperature distributions be
come more and more uniform. For the cases of Gr = 108 and 
109, the secondary flow cools off the lower horizontal wall 
CD, and is heated up the vertical side wall BC and the upper 
horizontal wall AB. The location of the highest wall temper
ature appears at the upper corner B for the case of Gr = 108 

and on the upper horizontal wall for the case of Gr = 109. 
This phenomenon in Figs. 3(a-c) is quite similar to that of 
Hwang and Chou (1987) in the fluid flow through a channel 
without porous materials. In fully developed flows for pure 
flow Da—oo and Darcian flow Da—0, the effect of secondary 
flow introduced by buoyancy force on the wall temperature 
distribution is similar. 
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In Figs. 4(a) and 4(b), computation for glycerol fluid flow 
was carried out to compare with the experimental data of Chou 
and Hwang (1987) for the same values of Pr, Ra, and Kp. In 
general, the computated data follow those of Chou and Hwang 
(1987) by setting d„ = 0 at point B and using the same di-
mensionless temperature. A percentage rms difference of only 
14 percent is found in both Figs. 4(a) and 4(b) based on the 
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maximum theoretical wall dimensionless temperature differ
ence of (A0Jmax = 0.39 in Fig. 4 (a) and 0.28 in Fig. 4(b). In 
Figs. 4(c-e), the computation for water flow in the packed 
glass bead channel was also carried out for comparison with 
the experiment data of Lin (1990) for the same parameters. In 
his report, the test sections were made of 4.75 x 4.75 cm stain
less and 9.5x9.5 cm aluminum square channels with 2 mm 
wall thickness. The size of the packed glass beads is 5 mm in 
diameter and the stagnant conductivity ka

e is 0.78 W/m°C. The 
natural convection and flow inertia will promote the flow mix
ing in the channel cross section. The case in Fig. 4(d) with a 
strong flow inertia Da05 Re = 0.83 and the case in Fig. 4(e) 
with a strong natural convection DaGr = 142 show more 
uniform wall temperature distributions along BA in Figs. 4(d) 
and 4(e) than that for the case shown in Fig. 4(c) with Da°'5Re 
= 0.15 and DaGr = 18. These figures are plotted by setting 
the same mean value of dw and minimizing the rms wall tem
perature difference between the computed and the experimen
tal data. Percentage differences are about 20, 13, and 5.9 
percent for Figs. 4(c), 4(d), and 4(e), respectively, based on 
the computed maximum wall temperature difference. The 
agreement is reasonable and the comparison shows the validity 
of the present study. 

Effect of Darcy Number. Figure 5 illustrates the effect of 
Darcy number on the product of friction factor and Reynolds 
number for forced convection in the square porous channel. 
The total friction factor,//-Re, boundary friction factor, fvRe, 
Darcy's friction factor,/DRe, and Forchheimer's friction fac
tor, //Re, are plotted over the range 10^1<Da"'<106. For 
Da~'<l Darcy's friction factor,/flRe, and Forchheimer's in-

i 1 1 i n i i j — i 1 1 i i i n | — i i 1 t i i i i | — 

Chou and Hwang (1984):(fluid) 
TTTTi] 1 

Ra 
Fig. 8 Nu/Nuo versus Ra for Pr = 0.73 with the effects of Kp and Da 

ertia drag factor, //Re, are almost negligible, and the flow 
behaves just like the Poiseuille flow. It is seen that the value 
of /fjRe exceeds//Re when Da_ 1>2 and exceeds/^Re when 
Da~'>50. As a result, the curve of/ rRe overlaps with the 
lines of//,Re for Da~'>104. The results of parallel plates 
(Nakayama et al., 1988) are also plotted for comparison. A 
similar trend is observed between the data of parallel plates 
and square channel. It is also noted that the curve indicating 
the flow inertia drag/Re was not plotted for the case of parallel 
plates by Nakayama et al. (1988). It is noted that the impor
tance of buoyancy effect on the flow characteristic is indicated 
by the product of Da and Gr. In the present study, the value 
of DaGr is less than IO4, and /rRe is only 3 percent greater 
than (/rRe)o for pure forced convection. Therefore, the effect 
of buoyancy on the friction factor will not be discussed further 
here. 

Heat Transfer. Figure 6 shows the effects of Kp and Da 
on the Nusselt number for pure forced convection Gr = 0. 
The Nusselt numbers for Re = 10 increase with Da -1 and are 
bounded by the curves of constant wall temperature Kp^co 
and constant wall heat flux Kp^Q. The difference in the Nus
selt numbers between Kp-' oo and Kp~0 is about 0.5 for Da~' 
= 0.1 and increases to about 1.1 for Da -1 = 10s. When Re 
increases, the increment of Nu decreases as Da~ 'approach IO6. 
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A similar trend is also observed for data of parallel plates 
(Vafai and Kim, 1989; Nakayama et al., 1988). Due to the 
physical configuration of parallel plate channel, these curves 
are valid for Kp = 0~ o°. Table 2 lists the Nu0 of pure forced 
convection for^p = 0-104 and Da= 1 0 - 6 - 104. The fluid data 
are also tabled for comparison. 

The variation of Nu/Nu0 versus Rafl with the effect of Prandtl 
number for Da = 1, 10~2, 10~4, and 10~6, is shown in Fig. 
7. It is pointed out by Cheng et al. (1972) that the Prandtl 
number effect on the fully developed laminar forced convection 
with secondary flow for Pr = 0.7-oo can be correlated simply 
by using the parameter Ra = PrGr. By considering the small 
Darcy number, Eq. (6) can be reduced to 

dd 
DaGr— - £ = 0 

ox (18) 

Furthermore, by using the transformations u = DaGru' and 
v = DaGru', the parameter Ra^ = PrDaGr can be obtained 
readily in energy Eq. (8). It is expected that the solutions for 
small Da with a wide range of Pr will be well correlated by 
employing the parameter Ra^. It is seen that Nu/Nu0 will be 
decreased with the increase in Pr. By using the correlation 
parameter Ra.D, a maximum difference of only 9 percent is 
observed between the curves of Pr = 0.1 and 100, and 18 
percent is observed between the curves for Da = 10"6 and 
10"4. It is expected that the curves obtained with the Darcy 
law will be the same as that for Da = 10~6. 

Figure 8 shows Nu/Nu0 variation with the Rayleigh number 
for Da = 10~6, 10"4, 10~2, and >1 and Kp = 10~3, 10"', 
1, and > 10 for Pr = 0.73. By also considering large Da for 
pure fluid flow, Eq. (6) can be reduced to 

.as d^,d^,^3e (19) 

ox 
U^+% = P+o? + GT-~ 

Furthermore, by using the transformations u = Gru' and v 
= Grv', the parameter Ra =PrGr can be obtained readily in 
energy Eq. (8). It is expected that the solution for large Da 
and Pr will be well correlated by employing the parameter Ra. 
The numerical results of Chou and Hwang (1984) for Pr = 
0.73 and 7.2 with uniform heat flux and circumferential uni
form wall temperature are also plotted, and they are confirmed 
well with the curves of Da > 1. This figure also shows that dual 
solutions exist when Kp>\, and the Nusselt number ratios of 
this region are all located near the value of 2. 

Due to an adverse temperature gradient in the center region 
near the bottom channel wall, the bifurcation phenomenon 
has been found in either pure fluid flow (Fung et al., 1987; 
Law et al., 1987) or porous medium flow (Islam and Nan-
dakumar, 1986, 1988). In the present study, dual solutions 
have been also obtained for a certain range of Ra regardless 
of the value of Da. The dual solutions of the two-vortex and 
four-vortex flow patterns in a certain range of Ra are due to 

the dependence of initially input flow patterns. When the com
putation is carried out from lower (higher) value of Ra with 
an initial two-vortex (four-vortex) flow pattern, a two-vortex 
(four-vortex) flow pattern will be obtained in the range of Ra. 
The detailed phenomena of dual solution in porous medium 
were discussed by Islam and Nandakumar (1986, 1988), and 
they pointed out that the Prandtl number does not appear to 
have an influence on the range of Ra for the dual solutions 
existence. This can be also observed in Fig. 7. It is seen from 
Fig. 8 that the curves for KPs 10"3, the solution for circum
ferential uniform heat flux, lie above the curves for Kp> 10, 
the solution for uniform wall temperature. A maximum dif
ference of 13 percent is observed at Ra = 109 for Da = 10"6. 

In order to confirm the validty of the present non-Darcy 
solution, Fig. 9 shows the comparison between the numerical 
results and the experimental data of Lin (1990) on mixed con
vection for packed glass beads saturated with water flowing 
through a square duct. In this figure the values of Nu versus 
RaD are plotted. An asymptotic behavior for small Da is ob
served. All the curves are bounded between the curve for small 
Da and the value of Nu = 3.458 for Kp = 0.1. The experi
mental data are correlated by using an effective thermal con
ductivity ke = k°+k,. The stagnant effective thermal 
conductivity ka

e of glass beads and water is calculated from the 
empirical formula of Prasad et al. (1989). The dynamic or 
dispersion conductivity k, considers the additional thermal 
transport due to the radial mixing between the solid particles 
(Han et al., 1985; Levee and Carbonell, 1985). The k, can be 
expressed as 

k, = D,Pemkf (20) 

where Pe= {eWd/[af(l -e)] ] is the Peclet number; D, and m 
are empirical constants. The experimental data collapse to a 
single line with a maximum difference of 12 percent by using 
dispersion constants D, =1.5xlO~5 and m = 2.4. A good 
agreement with the present analysis is observed.The global 
thermal dispersion modeling had been successfully correlated 
with experimental data by Han et al. (1985) and Levee and 
Carbonell (1985). The present study employs the same ap
proach and covers a wide range of Da from 10~6 to 1. If the 
local transverse thermal dispersion model (Hsu and Cheng, 
1990) is used, the solution cannot cover the range of Da from 
10~6 to 1 easily due to additional parameters involved. 

Conclusions 
1 The present results have shown the importance of the 

effects of peripheral wall conduction and Darcy number on 
laminar mixed convection in the hydrodynamically and ther
mally fully developed region of a horizontal square porous 
channel with a uniform external heat input. Because of the 
combined effects of nonaxisymmetric channel configuration, 
buoyancy-induced secondary flow, and noninfinite wall con
duction parameter, Kp = kwt/(k^De), the flow and heat trans
fer characteristics are greatly affected by the peripherally 
nonuniform wall temperature distribution. 

2 The intensity of secondary flow increases with an increase 
in Kp when the values of Pr, Gr, Da, and Re are fixed. For 
instance, a 58 percent increase in the maximum value of the 
stream function is observed from the case of Kp = 0.1 to the 
case of Kp = 104 for Pr = 0.73, Gr = 3x 109, Da = 10"6, 
and Re = 0-103. 

3 In electronic cooling, the devices can be damaged by the 
highest temperature of heat sink instead of the average one; 
therefore the temperature distribution along the channel wall 
is of practical interest for a varying wall conduction parameter 
Kp. The temperature distributions along the channel wall agree 
reasonably well with the experimental data for glycerol fluid 
(Chou and Hwang, 1987) and water-porous medium (Lin, 
1990). 
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4 With the empirical formula of Prasad et al. (1989) for 
stagnant effective thermal conductivity and the thermal dis
persion model of Han et al. (1985) and Levee and Carbonell 
(1985), the Nu of experimental data (Lin, 1990) collapse to a 
single line with a maximum difference of 12 percent by using 
dispersion constants D, = 1.5 x 10"5 and m = 2.4. A good 
agreement with the present analysis is observed. 
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Three-Dimensional lach-Zehnder 
Interferometric Tomography of the 
Rayleigh-Benard Problem 
A three-dimensional experimental technique based on axial tomography is dem
onstrated in this study for the Rayleigh-Benard convection problem. The technique 
can perform under severe blockage conditions and with a small number of projec
tions. The major requirement of the technique is an adequate initial guess of the 
field and the use of an iterative inversion algorithm. In this study, five views are 
used to study the steady-state natural convection inside a three-dimensional rectan
gular cavity filled with water at Ra = 5470 ± 100 and Ra = 6140 ± 100. The 
reconstructed results are estimated to be accurate with a standard deviation of about 
0.01° C. The temperature measurements show strong three-dimensional features in 
the flow. 

Introduction 
Recent advances in computer technology have made three-

dimensional numerical solutions of complicated problems in 
heat transfer quite common. The only three-dimensional ex
perimental nonintrusive temperature field measurement tech
nique that is available, however, is axial tomography. A recent 
review by Michael and Yang (1991a) discusses most of the 
applications of this technique in heat transfer and fluid flow 
problems. Axial tomography recovers the local field from mul
tiple integral measurements obtained along different direc
tions, called views or projections. The technique works very 
well when projections can be obtained along the whole viewing 
range ±90 deg. In cases, however, when, due to physical 
considerations, it is impossible to obtain measurements within 
a large viewing range, standard tomographic techniques do 
not perform as well due to the ill-posedness of the problem. 
A comparison of several techniques under such conditions is 
given by Sweeney and Vest (1973) and recently discussed by 
Bahl and Liburdy (1991). Axial tomography can also be used 
in conjugate heat conduction and convection problems as was 
done by Tolpadi and Kuehn (1991). Michael and Yang (1991b) 
recently suggested the use of an initial guess, a numerical so
lution for example, to start an iterative reconstruction algo
rithm in cases where the available viewing range is extremely 
limited. They applied this technique successfully to both a 
numerical phantom and a simple experimental case. 

In this study, as well as in that of Michael and Yang (1991c), 
the same technique is applied to a typical problem for which 
the technique was intended. Steady-state Rayleigh-Benard 
convection inside a rectangular enclosure is studied at two 
Rayleigh numbers. This problem was chosen because although 
it is very well studied numerically in three dimensions (Mu-
kutmoni and Yang, 1991a, 1991b), there are no three-dimen
sional noninvasive temperature experimental field 
measurements except those of Oertel (1980). The problem also 
poses severe view blockage due to the opaque side walls of the 
test section. 

Axial Tomographic Interferometry 
The purpose of axial tomography is to reconstruct, as it was 

mentioned before, the local field from integral measurements. 
In interferometry the local field is the index of refraction n(x, 
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y, z) and the integral measurement is the fringe shift e(r, 
which is related to the refraction index by 

-M(«-«r e f: )ds (1) 

where nK{ is the index of refraction in the reference beam and 
s is the path along the measuring beam. In axial tomography 
the reconstruction is performed at one plane at a time (constant 
z) by using as many integral measurements as possible, ob
tained along different views as shown in Fig. 1. A discussion 
of reconstruction methods based on Fourier transforms is given 
by Lewitt (1983). Methods based on the image domain have 
been discussed by Gordon (1974), Herman et al. (1978), Gilbert 
(1972), and Tan and Modarress (1985). If a sufficient number 
of views can be obtained over the full viewing range ±90 deg, 
then most inversion algorithms perform satisfactorily. If, how
ever, the viewing range is limited due to physical considera
tions, or some of the views are partially blocked, or both, then 
some methods perform better than others (Sweeney and Vest, 
1973; Bahl and Liburdy, 1991). In this study, an initial guess 
of the field is used as was suggested by Michael and Yang 
(1991b). The initial guess is obtained by numerically solving 
the problem in three dimensions using the code developed by 
Mukutmoni and Yang (1991a, 1991b). Then, the guess and 
successive iterations are modified using 

k 

fk+i=f + e/-
S, 

(2) 

where / is the function to be reconstructed, in this case (n 
- nn!)/\, and i refers to the rth beam (measurement) and k 
to the kth iteration. S, is the length of the fth beam within the 

Fig. 1 
direction 

Projections and coordinate system used in axial tomography 
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test section. The quantity (e,- - ef) is the difference in fringe 
shift between the experimental (exact) measurement, e,-, and 
the fringe shift corresponding to the field at the Arth iteration 
for the /th beam, ef. This difference is equally distributed along 
the length of the beam so that the two fringe shifts become 
equal. This reconstruction scheme is a version of the Algebraic 
Reconstruction Technique (ART). The original ART is dis
cussed by Gordon (1974). In general, the reconstruction is 
performed on a set of points, in this study the same as the 
numerical grid, that do not necessarily lie on the path of any 
beam (Fig. 2). For this reason, the correction for a point is 
obtained by interpolation between the adjacent beams on each 
side of the point. More details of the method are given in 
Michael and Yang (1991a, 1991b) and Michael (1991). 

The iterations are repeated for all beams in all directions 
until the average fringe shift difference from the experimental 
measurements is less than the experimental uncertainty. Once 
the local values of the index of refraction are obtained, the 
temperature is calculated based on the refractive index meas
urements (Tilton and Taylor, 1938). 

Experimental Apparatus 

A schematic of the test section cavity is shown in Fig. 3. 
Using the height (8.2 mm) of the cavity as the characteristic 
length scale, the aspect ratios of the cavity are Ax = 8.7 and 
Ay = 9.0. Aluminum was used for the top and bottom surfaces 
of the test section to ensure isothermal conditions. The bottom 
surface was heated using three electric foil heaters connected 
in series. The top plate was cooled with cold water from a 
constant-temperature bath. Two sets of water channels were 
used flowing in opposite directions again to ensure uniform 
temperature. Two of the side walls were made out of delrin, 
which was grooved to have minimum contact with the alu
minum plates. The other two side walls were formed by 25.4-
mm-thick optical flats. Refraction at the air-glass and glass-
water surfaces at the different view angles was taken into 
account in the reconstruction procedure. The top, bottom, and 
delrin side walls were also insulated to minimize heat losses in 
those directions. No insulation was used for the optically flat 
side walls to promote three-dimensional features in the real 
flow along the main direction of the light beam, so as to 
accentuate the difference between the experimental data and 
the initial guess as given by the numerical solution. 

Three thermistors were used in each aluminum plate to meas
ure the temperature variation of each plate. The thermistors 
were placed in holes drilled from the back side of each plate 
with the thermistor beads being only 3.0 mm from the plate 
surfaces. The thermistors were calibrated to measure temper
atures with an uncertainty of ±0.01 °C. The side walls were 
instrumented each with two copper-constantan thermocouples 
placed at different distances from the side wall surfaces in 
order to show any temperature gradients in the side walls. The 

beam 

(1,P) 

cont r ibut ion 
of (i,j) pixel 
to i , h measurement 

(1,1) ( k . 1 ) 

Fig. 2 Notation of reconstruction algorithm 

Fig. 3 Schematic of test section cavity 

thermocouples could measure temperatures within ±0.05°C. 
All holes were filled with conductive epoxy to provide better 
thermal contact. 

During the experiments the surface temperature measure
ments of the heated and cooled plates indicated uniform tem
peratures within ± 0.01 °C. The thermocouples in the side walls 
showed temperature gradients corresponding to heat flux at 
least five orders of magnitude smaller than the output of the 
electric heaters. Also, no measurable temperature difference 
was obtained at the inlet and outlet of the water passing through 
the cooling channels. 

The top aluminum plate had two 1.3-mm-dia holes, which 
were used to fill the cavity with water and allow air out. Both 
holes were left open during the experiment so that the pressure 
inside the test section remained equal to atmospheric. The 
water used was distilled and degassed. The test section was 
placed on a base that could be adjusted finely to the horizontal 
position. This base was mounted on a rotating base which 
could be rotated at any angle within ± 1/60 deg. 

The Mach-Zehnder interferometer used has 200-mm-dia op
tics and a He-Ne laser light source (X = 632.8 nm, 10 mW). 
The fringe patterns were recorded on a video tape, which was 
later used with a frame grabber board and a Macintosh com
puter for further analysis. 

Nomenclature 

A = cavity aspect ratio 
/ = reconstructed function, 

m" 1 

g = gravitational acceleration, 
m s~2 

W, H = cavity dimensions, m 
n = refraction index 

r, s = spatial coordinates, m 
Pr = Prandtl number 
Ra = Rayleigh number 

S = length of beam within test 
section, m 

T 
x,y, z 

a 

0 = 

e 
x 

temperature, °C 
spatial coordinates, m 
thermal diffusivity, m2 

s"1 

coefficient of expansion, 
K"1 

fringe shift 
view angle, deg 
temperature 
wavelength, m 

Subscripts 

c = 
h = 
/ = 

kinematic viscosity, m 
s"1 

cold plate 
hot plate 
/th beam 

x, y = x, y directions 

Superscripts 
k = kth iteration 
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study the field only when the rolls were aligned in this direction
for two reasons. Firstly, the number of rolls could be obtained
from the experiments and thus make sure the numerical results
matched. Secondly, the direction with the least amount of
three-dimensional effects was along the main direction of the
light being consistent with the traditional two-dimensional use
of the Mach-Zehnder interferometer. Sweeney and Vest (1973)
and others mention that the resulting reconstruction error in
limited view problems is smaller when this happens.

-5.0
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Fig.5 Filtered and unfiltered fringe shift measurements along z = 3HI
4 at Ra = 6140 ± 100 and 0 = 0 deg

Ie)

(0)

(d)
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(0)

-~

indicating the percent of maximum temperature difference
above the cold temperature. All figures show isotherms in
intervals of 5.0 based on linear interepolations. In the first
case, Ra = 5470 ± 100 and Pr = 6.40, eight rolls were observed
with the water adjacent to the delrin side walls moving down
ward.

Results
Temperature distributions for two cases are presented in this

study. The experimental conditions and water properties are
shown in Table 1. The Rayleigh and Prandtl numbers are the
only important physical parameters in this problem. For each
case, the temperature distributions are shown at three z planes,
namely z = H/4, z = HI2, and z = 3H/4. The isotherms
shown are defined as

Data Reduction
A frame grabber board with a resolution of 480 x 640 pixels

was used to analyze the fringe patterns. The fringe order at a
given height in the disturbed and undisturbed patterns was
obtained numerically for all views. The fringe shift was then
obtained by finding the difference in fringe order between the
disturbed and undisturbed patterns. The fringe shifts obtained
with this procedure contained noise due to the board limited
resolution. The noise was removed by removing the high-fre
quency components of the spatial Fourier transform of the
fringe shifts. The five pairs of fringe patterns corresponding
to the five views used for Ra = 5470 ± 100 (Ra = g(3(At)H3

/

va) are shown in Fig. 4. An example of the fringe shift meas
urements before and after they are filtered is shown in Fig. 5.

Fig.4 Undisturbed and disturbed wedge fringes at Ra = 5470 :l: 100:
(a) 9 = 0 deg, (b) 9 = 13.3 deg, (e) 9 = 26.9 deg, (d) 9 = - 13.3 deg, and
(e) 9 = - 26.7 deg

Experimental Procedure
Wedge fringes were obtained and analyzed for both the

disturbed and undisturbed fringe patterns for each view that
was used. The disturbed patterns at all views were recorded
first and then the heating and cooling of the test section were
terminated. After this, the test section was allowed to reach
room temperature before the undisturbed patterns were re
corded. A total of five view angles were used for each Rayleigh
number studied.

Rayleigh-Benard convection was initiated by first turning
on the heaters at a low power output, which was enough to
initiate convection rolls. The convection rolls were allowed to
stabilize for about an hour and then the cooled water was
allowed to pass through the channels of the upper plate. The
water flow was increased slowly, reaching maximum capacity
at about 15-30 minutes. After this, the heater output was
adjusted to the desired value and the test section was allowed
at least 24 hours to reach steady state before any interferograms
were recorded. Sometimes the roll formations broke down,
most often during the first hour after the initiation of con
vection, or did not form symmetrically. About half the times
they formed with their axis perpendicular to the main direction
of the light. In any case, if any of these happened, the exper
iment was terminated and a new attempt was made later. When
the rolls were aligned with their axis along the main direction
of the light, they were aligned parallel to the long side of the
cavity, although this side was only slightly longer than the (Ax
= 8.7, A y = 9.0). This phenomenon was also observed nu
merically by Mukutmoni and Yang (199Ia). It was chosen to

T-T8=__c 100
Th - Tc

(3)

624 J Vol. 114, AUGUST 1992 Transactions of the ASM E

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Experimental conditions and fluid properties* 

Rayleigh Number 5470 6140 
Ra(+100) 

Prandtl Number 6.40 6.18 
Pr 

Cold Surface 22.94 24.32 
Tcoid (±0.01 °C) 

Hot Surface 23.51 24.91 
Th0, (±0.01 »C) 

Average Temperature '23.23 24.62 
Tav (±0.007°C) 

Expansion Coefficient 2.409 E-8 2.544 E-8 
P (K-1) 

Kinematic Viscosity 9.321 E-7 9.034 E-7 
v (m2 s"1) 

Thermal Diffusivity 1.458 E-7 1.463 E-7 
a (m2s -1) 

* Water properties adapted from Incropera and DeWitt (1985). 

Fig. 6 Numerical temperature field used as initial guess at Ra = 5470 
± 100 and z = H/4 

The numerical solution that was used as an initial guess in 
the reconstruction algorithm is shown in Fig. 6 for z = H/4. 
It was obtained using a numerical grid of 80 x 80 x 14. The 
reconstruction results are shown in Figs. 7, 8, and 9 for z 
= H/4, z = H/2, and z = 3H/4, respectively. The results 
were obtained on the same grid as the numerical solution, 
namely 80 x 80. The five views used in the reconstruction 
were obtained at 6 = -26.7, - 13.3, 0, 13.3, and 26.9 deg. 
The view angle 0 = 0 deg corresponds to the case where the 
light beam is perpendicular to the optical plates and thus par
allel to the long side of the cavity. The most important dif
ference between the numerical and experimental results is the 
existence of three-dimensional end effects and three-dimen
sional features within the rolls in the reconstructed results. It 
seems that there are a few hot and cold regions that show a 
logical progression in the z direction. For example, in Fig. 7 
one can see one such a region close to the upper right corner 
of the figure. The hottest isotherm in this region is 9 = 95. 
In the middle cross section (Fig. 8), the size of the hot region 

Journal of Heat Transfer 

Fig. 7 Reconstructed temperature field at Ra = 5470 ± 100 and z 
= H/4 

Fig. 8 Reconstructed temperature field at Ra = 5470 ± 100 and z 
= H/2 

is reduced and the hottest isotherm is 9 = 90. At z = 3H/4 
(Fig. 9), the weakening of this hot region is even more pro
nounced and the hottest isotherm is 9 = 85. Similar obser
vations can be made for the other hot regions as well. The 
difference between the numerical and experimentally recon
structed fields is essentially due to the fact that the numerical 
solution does not fully represent the experimental conditions 
that were present during the experiments. For example, the 
numerical solution assumed that all four side walls were in
sulated, while during the experiments two of them (optical 
flats) were not completely insulated. 

The strengthening of the cold spots as one moves upward 
can also be observed. For example, the cold region located at 
about three quarters from the left and about one quarter from 
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Fig. 9 Reconstructed temperature field at Ra = 
= 3H/4 

5470 ± 100 and z 
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Fig. 10 Fringe shifts corresponding to the five views used in recon
struction at Ra = 5470 ± 100 and z = H/4: exact fringe shift, 

reconstructed fringe shift, and "••••"• numerical fringe shift 
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Fig. 11 Numerical temperature field used as initial guess at Ra = 6140 
± 100 and z = H/4 

Fig. 12 Reconstructed temperature field at Ra = 6140 ± 100 and z 
= Hie, 

the bottom of Fig. 1 (z = H/4) shows this clearly. The coldest 
isotherm in this region is 9 = 45 while at z = H/2 (Fig. 8) 
the coldest isotherm is 9 = 40 and the 9 = 45 isotherm covers 
the whole length of the roll. In Fig. 9 (z = 3H/4) the coldest 
isotherm is 9 = 30 indicating further cooling. 

The fringe shifts corresponding to this case, at z = H/4, 
are shown in Fig. 10 for the five views. In this figure, the 
fringe shifts shown correspond to the initial temperature dis
tribution (numerical fringe shift), the reconstructed field (re
constructed fringe shifts), and the experimental measurements 
(exact fringe shifts). The average agreement between the re
constructed and experimental fringe shifts is less than 0.1 fringe 

Fig. 13 Reconstructed temperature field at Ra = 6140 ± 100 and z 
= H/2 

Fig. 14 Reconstructed temperature field at Ra = 6140 ± 100 and z 
= 3H/4 

shift, corresponding to an experimental uncertainty of less than 
0.1 deg. 

The numerical solution for Ra = 6140 ± 100 and Pr = 6.2 
at z = 3H/4 is shown in Fig. 11. The numerical grid used was 
60 X 60 x 14 and the reconstruction grid 60 x 60. In this 
case only the four inner rolls are longitudinal rolls, while the 
two rolls at the edges broke down into three-dimensional struc
tures. The reconstructed field obtained from five views (6 = 
21.3, -10.2, 0, 11.0, and 21.9 deg) is shown in Figs. 12, 13, 
and 14 for z = H/4, z = H/2, and z = 3H/4, respectively. 
Again the continuity of hot and cold regions can be observed 
in the z direction. In this case, the center roll on one side, 
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upper part of figures, bends to the left. This feature is con
sistent in all three cross sections studied. The fringe shifts 
corresponding to this case, at z = H/A, are shown in Fig. 15. 

Error Estimate 
A sensitivity analysis was performed on a number of pa

rameters in order to get a better estimate of the error involved 
in the reconstruction. As is expected, there are a number of 
factors contributing to the final error. There are numerical/ 
analytical sources of error as well as experimental ones. The 
experimental errors involve errors like the heating of part of 
the path of the light beam outside the test section (like the 
optical flats) and refraction errors due to refraction index 
gradients perpendicular to the direction of the beam. These 
errors are also present in two-dimensional studies. They were 
compensated by applying a correction to the fringe shift based 
on the hot and cold surfaces. The view angles during the ex
periments, needed for the reconstruction, were obtained with 
an uncertainty smaller than 1/60 deg. The fringe shift error 
corresponding to this angle uncertainty is of the order of 0.0004 
fringes, which is negligible. The most important source of error 
is the fringe shift measurement itself which was 0.1 fringe. 

The numerical/analytical sources of error include the error 
in inverting the data. The analytical error is present because 
the inversion is not exact as it is in the two-dimensional or 
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Fig. 15 Fringe shifts corresponding to the five views used in recon
struction at Ra = 6140 ± 100 and z = H/4; exact fringe shift, 

reconstructed fringe shift, and """"•"• numerical fringe shift 
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axisymmetric cases. There is also numerical error that occurs 
in applying the inversion formula. Most of this error will be 
due to the large number of integrations that are present in the 
algorithm. For this reason, the sensitivity of the results to the 
accuracy of the integrations was studied. It was found that if 
the integration was accurate within 0.1 percent of the integral 
value, the standard deviation of the results from the results 
obtained when the integration was accurate within 0.01 percent 
was only 0.00035°C. If the integration accuracy was relaxed 
to 1.0 percent, the standard deviation became 0.0019°C. At 
10.0 percent integration accuracy the standard deviation was 
0.0076°C. If one wants results of a certain accuracy, the in
tegration should be such that the error due to it is at least one 
order of magnitude smaller than the desired accuracy. So, if 
results accurate within 0.01 °C are desired, this restriction im
plies using an integration accuracy of at least 0.1 percent so 
that the quantity twice the standard deviation (95 percent of 
samples) is smaller than 0.001 °C. 

The effect of the number of nodes was also studied for the 
case of Ra = 5470 ± 100. The original grid used to obtain 
the results was 80 x 80. When a rougher grid of 60 x 20 was 
used both to generate the numerical solution and for the re
construction, the results deviated from the original ones with 
a standard deviation of 0.0071 °C, which should be considered 
small, considering the roughness of the grid. 

It was also found that if only three views are used instead 
of five, it is better to use the three views with the largest number 
of data, namely d = - 13.3, 0, and 13.3 deg. These views give 
better results than the three views with the largest viewing range 
(9 = -26.7, 0, and 26.9 deg) or other view combinations. It 
seems, at least for this case, that the negative effect of side 
blockage is more important than the positive effect of the extra 
viewing range. 

Moreover, an error estimate was obtained by reconstructing 
a' 'test field" similar to the one in the experiments under similar 
conditions using the same technique and amount of data as 
was done in the experiments. To do this, the "test field" must 
have a known solution so that the reconstructed field can be 
compared to it. It was chosen to use the reconstructed fields 
discussed in the previous section as the "test fields." The fringe 
shifts corresponding to these fields were calculated numerically 
and the same initial guess was used as was done in the actual 
reconstruction. The reconstruction algorithm was again ter
minated when the average fringe shift difference between the 
"test field" and the "reconstructed field" was smaller than 
0.1 fringe. This procedure yielded a standard deviation of 
0.010°C for Ra = 5470 ± 100 and 0.012°C for Ra = 6140 
±100. This error estimate includes both numerical/analytical 
and experimental errors because all the numerical errors are 
generated by default, and experimental error is accounted for 
because the fringe shifts of the reconstructed results are only 
equal to the exact ones within the experimental uncertainty. 
For comparison, the temperature error that corresponds to a 
two-dimensional case under similar conditions is 0.008°C, 
which is smaller than the three-dimensional error, as expected. 

Finally, it should be mentioned that the reconstruction error 
will also depend on the quality of the initial guess. A previous 
study by Michael and Yang (1991b) examined the effect of the 
initial guess in detail. 

Conclusions 
Axial tomography in combination with a numerical solution 

proved to be a valuable tool in obtaining three-dimensional 

temperatures of a problem that otherwise would be impossible 
with current means. The technique requires a relatively small 
amount of data, only five views in the cases studied here, and 
performed very well even for limited view ranges such as ±21 
deg. 

The three-dimensional results of the Rayleigh-Benard con
vection showed considerable three-dimensional structures in
dicating three-dimensional flows also. This should serve as a 
warning to people performing two-dimensional experiments to 
take all the necessary steps to ensure a two-dimensional field. 
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Flame Temperature Measurement 
by Monitoring an Alkali Emission 
Doublet Exposed to a Selectively 
Filtered Background Source 
The traditional line reversal method for measuring flame temperatures has been 
modified to eliminate balancing of the background radiation source and facilitate 
real-time measurement. Two closely spaced emission lines of a Group IA element 
are simultaneously monitored and compared to the emission of a known source. 
The new technique uses optical filtering to reduce the apparent temperature of the 
source at the wavelength corresponding to one of the transitions. The ratio of the 
absorption/emission intensities of the two lines is directly related to the flame 
temperature. Flames as hot as 2800 K can readily be probed using the new technique. 
Experimental data for cool flat flames compare well with thermocouple measure
ments. 

1 Introduction 
Combustion researchers often need a quick, reliable, inex

pensive means of measuring flame temperatures. Pt/Pt-Rh 
thermocouples are frequently used for temperature probing of 
cool flames. Thermocouples disturb the flame somewhat and 
must be corrected for radiative and conductive losses as well 
as for catalytic effects, but they provide a simple and consistent 
means of determining flame temperature profiles. At temper
atures above about 2000 K, however, thermocouple probing 
is less practical. It becomes necessary to use tungsten ther
mocouples, which are incompatible with an oxidizing envi
ronment. Sheathing for an inert gas purge severely reduces 
spatial resolution. 

Optical, laser-based methods have the advantage of probing 
a flame without disturbing it and have been used extensively 
in optically clean environments. One accurate laser technique, 
CARS (Coherent Anti-Stokes Raman Spectroscopy), has been 
useful in soot-laden environments and in highly luminous 
flames. However, the specialized equipment required is not 
readily available in many research labs. There are several sim
pler optical techniques that can be implemented with common 
laboratory equipment. The most popular of these, the line 
reversal method, measures a flame's temperature by equating 
its emission to that of a radiation source whose temperature 
is adjustable and calibrated. Implementing the method is 
straightforward, but the comparison process introduces sub
jectivity into the measurements and requires the investigator 
to interact continually with the system. 

An adaptation of the conventional line reversal technique 
has been developed that eliminates the need to adjust the ref
erence source. The method, which provides a more direct meas
urement of flame temperature, can readily be used to probe 
flames up to 2800 K. It was primarily developed for temper
ature characterization of highly luminous, seeded H2/02 dif
fusion flames that are being subjected to electric and magnetic 
fields. The technique is well suited for this purpose since the 
flames already contain atoms of a Group IA element, a nec
essary condition for implementing line reversal. 

2 Background 
Kurlbaum (1902a, 1902b) described a simple method of 

measuring a flame's temperature by comparing its spectral 
brightness to that of a known radiation source. The techniques 
he developed were then applied to specific resonance lines of 
sodium, and the name "line reversal" was adopted. The 
method, described in detail in many places (Gaydon and 
Wolfhard, 1970; Penner, 1949; Reif et al., 1973), became pop
ular during the middle of this century. 

To implement line reversal, a bright background source is 
viewed through a flame into which sodium (or another element) 
has been introduced. If the flame temperature is higher than 
the brightness temperature of the source, the element's char
acteristic transition lines will appear in emission. Conversely, 
a flame temperature below the brightness temperature of the 
source results in absorption at the same wavelengths. When 
the background source and flame are at the same temperature, 
neither emission nor absorption is seen; this condition is known 
as the reversal point. 

Line reversal has been used in many laboratory flame studies 
on both premixed and diffusion flames (Wolfhard and Parker, 
1949). It is useful for fundamental studies and has frequently 
been implemented for practical temperature measurements in 
a variety of applications including, for example, an MHD 
generator (Daily and Kruger, 1976) and rifle muzzle flash (Klin-
genberg and Mach, 1976). Thomas (1968a) has shown that the 
technique can be adjusted for use in flames containing particles 
and in cases where boundary layer effects are present. Due to 
its simplicity, versatility, and low cost, the method has become 
widely used and well accepted (Gaydon and Wolfhard, 1970). 

3 Development 

Traditional Line Reversal. The emissive power of a black-
body is a function of both temperature and wavelength, as 
described by Planck and approximated by Wien's law (Siegel 
and Howell, 1981): 

7ocX"5e x r 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 1991; 
revision received January 1992. Keywords: Combustion, Fire/Flames, Meas
urement Techniques. 

(1) 
For a specific wavelength, the emissive power of a source at 
a given temperature can be equated to that of a blackbody 
radiator at a somewhat lower temperature (known as the 
"brightness temperature" of the source). When radiation is 
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passed through a gas or flame, some of it will be absorbed at 
specific wavelengths corresponding to ground state transitions 
of species present. Additionally, the gas emits radiation at these 
wavelengths based on its own temperature. Application of 
Kirchhoff's law (Siegel and Howell, 1981) yields a differential 
equation describing the resultant radiation intensity: 

dI=(If-I)adx (2) 

In general, both a and //-can vary with position. If only emis
sion in a very narrow wavelength band (e.g., that correspond
ing to a spectral line) is considered, and if the gas composition 
and temperature are constant, the value of a can be taken as 
constant in a gaseous element. The solution of Eq. (2) is then: 

Ieax = \Ifaeaxdx (3) 

Equation (3) can now be solved for the flame geometry. In
tegrating across the flame (from x=0 to x=l) and applying 
the boundary condition Ix=0 = Ib: 

I=If{\-e-a') + Ibe-a' (4) 

The difference between intensity at the spectral line wavelength 
and that at a nearby wavelength can now be determined. For 
the latter, a = 0 and the intensity is simply Ib. The difference 
A/, which represents the height of an emission or absorption 
peak above the background, is: 

A / = ( / / - / 6 ) ( l - e - < w ) (5) 

In traditional line reversal, the temperature of the background 
radiation source is adjusted until A/= 0. Solving Eq. (5), Ib = If 

for this condition, meaning that the background temperature 
equals the flame temperature (Tb=Tf). Since the temperature 
of the background source has been calibrated, the flame tem
perature is thus determined. 

Two-Temperature Modification. Line reversal can be 
modified to eliminate the need to balance a background source. 
Thomas (1968b) developed a method that instead used two 
different background temperatures and compared the intensity 
difference A/obtained for each. He derived an expression that 
directly relates the ratio of the two values to flame temperature: 

R Mi 
A/2" 

lf-h 
If-h 1f~1bl 

Expressing the intensities as in Eq. (1): 

R--

•fe). X7i 

(6) 

(7) 

e v w / / —e 

From Eq. (7), measurement of the peak height at each of two 

background temperatures can be used to deduce flame tem
perature. The peak is not "reversed" at all during the process. 
Since the source need not be adjusted to match the flame, 
temperatures several hundred degrees Kelvin above the max
imum attainable background temperature can also be meas
ured. 

The disadvantage of this two-temperature method is that 
the source must continually be switched between Tbl and Tb2. 
Because of the time lag, there is no assurance that the same 
flame temperature is being measured with each source. 

Two-Wavelength Modification. Group IA elements such 
as sodium, potassium, and cesium share the characteristic of 
having two strong, closely spaced emission lines. Both lines 
can be monitored simultaneously, and will reverse at the same 
background brightness temperature. It is also possible to ex
pose the two transitions to different effective source brightness 
temperatures. If a filter with a cut-on wavelength between the 
two transitions is placed in front of the source, the background 
intensity at the lower wavelength will be reduced more than 
that at the higher wavelength. This effectively causes the two 
emission peaks to respond as if each were being measured 
against a different comparison source. For sodium, the emis
sion doublet is too closely spaced for practical implementation 
of this technique. Potassium, rubidium, and cesium, however, 
are all potential candidates for this method. The two-temper
ature ratio equation is modified to reflect the difference in 
wavelength, with the wavelength dependent terms no longer 
canceling as they did in Eq. (7): 

R-
-e _ a ' ' ) 

(1 
H2') (8) 

The absorption coefficient a is different for the two transitions 
and is temperature dependent. If the (al) product for the weaker 
line is maintained at a value on the order of 10 or greater, the 
final term of Eq. (8) reduces to one and a simpler expression 
for the peak height ratio can be written: 

R- (9) 

By monitoring two peaks simultaneously, the benefits of the 
two-temperature method are realized without sacrificing time 
resolution. The resulting method does not require adjustment 
of the background source. Temperatures above the maximum 
attainable source temperature can be measured, and no op
erator interaction with the system is required. 

Nomenclature 

C = 

dx = 
I = 

h = 

I = 
R = 

T = 

second radiation constant 
= 0.014388 m-K 
thickness of gas element 
radiation intensity 
radiation intensity at back
ground brightness tempera
ture 
radiation intensity at flame 
temperature 
flame thickness 
ratio of peak heights at \[ 
and X2 

temperature 

T„ = 

Tf = 
Tfu = 
h\ = 

wTh 

WTfU = 

brightness temperature of 
background source 
flame temperature 
lamp filament temperature 
net transmission through 
color filter and first lens at 
lower transition wavelength 
uncertainty in brightness tem
perature 
uncertainty in filament tem
perature 
absorption coefficient of gas 

A/ = peak height above back
ground spectrum 

e\,TfU = emissivity of filament at a 
given wavelength and temper
ature 

X = wavelength 
4> = stoichiometric equivalence ra

tio of flame 

Subscripts 
1 = lower transition wavelength 

of alkali doublet 
2 = upper transition wavelength 

of alkali doublet 
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Fig. 1 Experimental apparatus 

4 Experimental 

Burner and Gas Delivery System. To conduct line reversal, 
atoms of the element being monitored must be introduced into 
the flame. The measurement technique discussed here was de
veloped primarily for use with seeded flames being subjected 
to electric and magnetic fields. These flames already contain 
sufficient concentrations of cesium to perform line reversal. 

Figure 1 details the present system, which consists of a burner 
sitting directly above an ultrasonic humidifier modified for 
this experiment. Before entering the burner, gaseous fuel is 
fed through the humidifier chamber, where a fine mist of salt 
solution is introduced into the flow. This provides an easily 
controlled means of introducing various elements into the reac-
tant stream. 

Bottled gas pressures are controlled with two-stage pressure 
regulators. Gas flow rates are monitored using rotameters 
equipped with high-accuracy needle valves. Pressures are meas
ured with a dial gage at the rotameter exit. The fuel (CH4 or 
H2) is sent into the mist chamber for seeding with a 0.5 M 
CsCl solution. An ultrasonic transducer beneath the liquid 
surface generates a fine mist, which is carried along toward 
the burner. At the gas flow rates being used, the CsCl solution 
is introduced at a rate of approximately 0.3 ml/min. Premixed 
02/N2 is combined with the fuel below the burner entrance. 
Combustible mixtures are never allowed into the mist chamber, 
which is equipped with an N2 purge for use before and after 
lighting each flame. The mist chamber can be fitted with two 
different burners, one for examining premixed flames and the 
other for diffusion flames. 

For premixed flat flames a stainless steel screen burner sim
ilar to that described by Altenkirch et al. (1979) is used. The 
spacing and mesh sizes of the smoothing screens can be changed 
to optimize flow characteristics for different conditions. The 
top screen, above which the flame is stabilized, can be cooled 
by flowing water through 0.3 mm hypodermic tubing, which 
is woven through the screen. The burner diameter of 43 mm 
can be reduced to 20 mm for exploring high-speed flames 
without increasing the working range of gas flow rates. A 30 
mesh stainless steel screen can be positioned about 17 mm 
above the burner to help stabilize the flames. 

The entire mist chamber/burner assembly is mounted on an 
x-z stage. Temperature profiles are obtained by vertical trans
lation of the burner relative to the fixed optical system, with 
spatial repeatability of 0.1 mm. 

Optical System. The optical system is also shown in Fig. 
1. Its primary components are the background radiation source 

with temperature-reducing color filter, focusing lenses and ap
ertures, and a spectrograph equipped with a photodiode array 
detector. The detector interfaces with a computerized data 
acquisition system. 

A 500 W double coil tungsten/halogen lamp with a quartz 
envelope serves as the background radiation source. It is pow
ered with output from a 0-140 V Variac. Normal operating 
voltages for the lamp range from 60 to 120 V. The operating 
temperature of the lamp is calibrated against voltage, as de
scribed in the following section. Radiation from the lamp passes 
through a RG850 color filter with a nominal cut-on wavelength 
of 850 nm and a transmittance of 0.91 above 900 nm. At the 
transition wavelengths of cesium, 852 and 894 nm, the filter 
transmittances are 0.55 and 0.88, respectively. 

Radiation from the lamp is focused into the flame, then 
refocused onto the slit of a spectrograph, using a pair of 25-
mm-dia double convex lenses. A 0.3-mm-dia aperture serves 
as a field stop and limits the intensity reaching the spectro
graph. The spectrograph slit is oriented vertically and has a 
width of 0.05 mm. A holographically ruled diffraction grating 
with 600 grooves/mm gives a spectral resolution of 0.125 nm/ 
element. A 512 element photodiode array detector is used, 
giving a scan range of 64 nm; this is compatible with the 42 
nm wavelength spacing of the peaks being monitored. Detector 
sensitivity decreases at higher wavelengths, an effect that must 
be considered in calculating peak ratios. The background 
source, optical components, and spectrograph are all mounted 
on an optical bench to maintain consistent alignment. 

Background Source Calibration. The tungsten lamp was 
calibrated to determine filament temperature versus applied 
voltage. This was accomplished by performing a series of power 
measurements using various known filters placed between the 
lamp and a calorimeter. By considering the emissive properties 
of the tungsten filament (De Vos, 1954) and the transmission 
characteristics of the lamp's quartz envelope, the filters, and 
the measuring device, filament temperatures were inferred as 
follows. 

For a specific lamp voltage setting, an absorbing disk cal
orimeter was used to measure transmitted power through each 
of three color filters. For each filter, a ratio of the filtered 
power to the unfiltered value was calculated. Because the ge
ometry remained constant, the power ratio was independent 
of the solid angle being measured. 

The expected power ratio for a given filament temperature 
can also be determined analytically. Assuming a true filament 
temperature, and knowing the filament's emissivity charac
teristics at that temperature, the total power emitted over all 
wavelengths can be calculated from theory. If the intensity at 
each wavelength is multiplied by the known transmittance of 
a color filter, a somewhat lower power emission results. Both 
values can be corrected to account for the transmission char
acteristics of the quartz lamp envelope and the absorber disk. 
The ratio of these two values is characteristic of the temperature 
and the filter. This procedure was applied repeatedly for a 
series of temperatures and three different color filters, and a 
plot of power ratio versus temperature was prepared for each 
filter. These curves are shown in Fig. 2. For each filter, the 
power ratio reaches a flat maximum; in general, these maxima 
occur at lower temperatures as the filter cut-on wavelength 
increases. 

To calibrate the lamp, data were taken at seven lamp volt
ages. For each, the power ratios for the three filters were 
converted to temperature using the theoretical curves described 
above. If the experimentally obtained ratio fell in the flat region 
of the curve for one filter, only the data from the other two 
filters were used to estimate temperature. Good agreement 
among the three filters was achieved. Figure 3 shows a cali
bration curve of filament temperature as a function of lamp 
voltage. Error bars are shown to represent 95 percent confi-
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Fig. 2 Power ratio versus temperature for color filters 
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Fig. 3 Tungsten lamp calibration curve 

dence intervals, based on the spread in experimentally obtained 
temperature values at each voltage. From theoretical consid
erations, the equilibrium filament temperature would be ex
pected to vary approximately as the square root of voltage. 
The rate of energy input is proportional to voltage squared, 
while the primary mode of energy loss is by radiation and is 
proportional to Tjj,. The dotted line in Fig. 3 is a regression 
line of T against K1/2, and the experimentally obtained data 
follow the predicted relationship with a correlation coefficient 
of 0.992. 

5 Results 

Peak Height Ratio Versus Temperature. For a known lamp 
voltage, lamp filament temperature is determined from the 
calibration curve. Knowing this and the emissivity character
istics of tungsten, the filament brightness temperature at wave
length A is: 

Tb=\jr-^ln(eKTJ\ (10) -c ln (e*-rV 
When the lamp radiation is passed through the RG850 color 
filter, the apparent source temperatures at 852 and 894 nm 
will be lower than the temperature calculated in Eq. (10). The 
equation for Tbu for example, is: 

- l 

(11) 
'fa - - • 

7 * i - j — ~ — ln(tXie\i,Tfi) 

When the lamp is operated at 100 V, for example, the resulting 
values are: 

7> = 2492K 

r„,=2015 K 

r M = 2115K 

Once Tbl and Tb2 are known, a plot of R versus 7) is pre
pared. Three plots of this type, corresponding to three different 
Tbx values, are shown in Fig. 4. The curve representing a set 
of actual conditions is shown (lamp voltage of 100 V with an 
RG850 filter), along with two curves representing theoretical 
conditions for lower Tbl values (i.e., filters with lower trans
missions at 852 nm). Ideally, the method should be operated 
in the steepest region of the curve, where small temperature 
differences give rapidly changing peak height ratios. This means 
that the method is most accurate when 7} is in the region near 
Tbi and Tb2. At flame temperatures far below Tbi or far above 
Tb2 the curve is too flat to use the method effectively. At higher 
lamp temperatures, and with the equipment used here, the 
usable range extends about 200 K above Tb2. The usable tem
perature range widens for larger differences between Tbi and 
Tb2, although spreads of more than about 600 K no longer 
change the curves appreciably. During actual temperature 
measurement, 7} can be determined numerically rather than 
graphically. 

Flame Profiles. Data have been collected for two premixed 
flat flames. Cool (<2200 K) flames were chosen so that ver
ification using a Pt/Pt-Rh thermocouple would be possible. 
Both were rich CH4/air flames, flame I at stoichiometric equiv
alence ratio 0 of 1.7 and flame II at 4> of 1.2. 

At each flame position, 100 scans were made at a rate of 
one every 15 ms; the 100 scans were averaged to yield the 
reversal spectrum. A typical time-averaged scan is shown in 
Fig. 5. This scan, taken with effective background tempera
tures of 1686 K and 1755 K, represents a flame temperature 
of 1707 K. Accordingly, the 852 nm peak is seen in emission 
(7)> Tb{) while the 894 nm transition is in absorption relative 
to the background (7}< Tb2). 

Optically measured temperature profiles as a function of 
height above the burner surface are shown in Fig. 6 for flames 
I and II. Corresponding thermocouple measurements for each 
flame are included in the same figure; these have been corrected 
to account for radiation losses to the surroundings and losses 
due to conduction to the lead wires. Vertical error bars rep
resent the uncertainty in the thermocouple data, most of which 
is due to the inability to determine precisely the emissivity of 
the thermocouple bead. The size of the symbols in Fig. 6 has 
been chosen to correspond to the uncertainty in the optical 
measurement of ±22 K. Calculation of the error associated 
with the optical measurements is discussed in the next section. 
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Fig. 6 Temperature profiles for flames I and II 

Flame I represents temperatures near the lower limit of this 
method's useful range, for two reasons. First, below about 
1700 K the number density of cesium atoms quickly falls to 
levels too low to provide an adequate signal. Second, lower 
temperature flames require using a lower source temperature 
for a given filter. At lower source temperatures the difference 
between Tbl and Tb2 decreases, limiting the useful range of the 
method. This technique is therefore best suited.to measuring 
temperatures around 2000 to 2800 K with a tungsten lamp as 
the background source. 

One possible way to spread Tbl and Tb2 and increase the 
working range would be to replace the color filter with an 
interference filter having about a 50 nm bandwidth. The in
terference filter could be tuned by rotation to give a variety 
of background temperature pairs. 

Limitations and Sources of Error. As previously stated, 
an assumed condition of applying Eq. (9) is that the (al) prod
uct for the weaker transition must be maintained above about 
10. For a flame diameter of 1 cm this corresponds to a>10 
cm"' . The absorption coefficient depends on oscillator strength 
and the number density of absorbing atoms, and for the lim
iting case it yields a required number density on the order of 
3 x 1012 cm"3. For cesium at 2500 K, approximately 1 percent 
of the cesium exists as free Cs atoms, the remainder being tied 
up primarily in CsCl and CsOH. The total cesium concentra
tion for the limiting case is therefore approximately 3 x 1014 

cm"3, which corresponds to a minimum mole fraction of about 
10"5 in the inlet gas stream. This is about two orders of mag
nitude below the number density obtained when a cesium so
lution is atomized into the inlet gas. As such, minimum seed 

density is not likely to be an issue in application of this method, 
except in the case of very thin flames. The sufficiently large 
(al) product also eliminates any effect of temperature on ex
cited state populations. Although temperature-dependent pop
ulation differences would affect the relative absorption 
coefficients at the two transition wavelengths, both values are 
always large enough that their effect on the ratio calculation 
in Eq. (9) is negligible. 

In the experiments reported here, the filament temperature 
calibration represents the greatest uncertainty. The calibration 
is sensitive to accurate knowledge of tungsten emissivity for 
the actual filament, correct filter transmittance values over all 
wavelengths, and the transmission characteristics of the quartz 
envelope. There is also uncertainty in the peak heights, which 
affects the ratio used to calculate flame temperature. Using 
the method of Kline and McClintock (1953), these errors can 
be traced to determine their effect on the final temperature 
calculation. In the worst case, lamp voltages between 60 and 
90 V have errors in the filament temperature of ±30 K. This 
affects the two background brightness temperatures Tbi and 
Tb2 through Eq. (11). The uncertainty in the brightness tem
perature can be found from 

wTb = 1 
X7/L, 

C Wt\t\,Tfl) 
W fil 

Tfu 
(12) 

In the range of values being used here, the resulting uncertainty 
in the two brightness temperatures is ±24 K. Both tempera
tures will be in error in the same direction, however, and this 
lessens the ultimate effect on the final flame temperature. The 
result will also depend to a great extent on the region of op
eration on the R versus T curve. Because Eq. (9) cannot be 
solved analytically for 7} as a function of R, conventional 
methods cannot be used to estimate the uncertainty in 7} due 
to that in the two brightness temperatures. For the values 
reported here, the numerical solution of R was repeated for 
several measurements with Tbx and Tb2 varying over the range 
of their uncertainty. The resultant uncertainty in the final flame 
temperature is estimated at ± 15 K when the lamp is operated 
in the region corresponding to the flame I and II measurements. 

The error in R caused by the uncertainty in measurement 
of the peak heights will also vary depending on the region of 
operation on the curve. The peak at 894 nm has the greater 
uncertainty due to decreased detector sensitivity at higher 
wavelengths. For the measurements reported here the 894 nm 
peak height uncertainty is estimated at ± 10 percent. The re
sulting effect on reported flame temperature is approximately 
± 7 K . 

The accuracy of the final results depends on the steepness 
of the R versus Tf curve in the area of operation. If the flame 
temperature is far below Tbl or far above Tb2, accuracy is 
sacrificed. Ways to improve the operating range by increasing 
the spread between Tbl and Tb2 have been discussed in a pre
vious section. As long as care is taken to operate within the 
prescribed region, the relative change in R for a given tem
perature change will be large enough to make this a negligible 
source of error. 

Thomas (1968a) and others (Daily and Kruger, 1976) have 
discussed the effects of a cool boundary layer on the final 
results of line reversal temperature measurements. Where thick 
boundary layers exist, corrections are possible to account for 
the increased absorption (Strong and Bundy, 1954). The effect 
of a cool boundary layer is to reabsorb the radiation emitted 
at the center of the line. However, cooler gases have a much 
lower cesium atom concentration and this weakens the effect. 
Because both peaks are affected to the same extent, the peak 
ratio is not substantially changed. This is an advantage over 
traditional line reversal, where self-absorption caused by a 
boundary layer affects the source balance point. For the ex-
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perimental data reported here, flat flames were used with tem
peratures that vary little in the transverse direction. The 
contribution of boundary layer effects was negligible compared 
to the overall error. 

6 Conclusions 
Using a filtered reference source and monitoring two closely 

spaced transition lines, flame temperatures can be determined 
by line reversal without balancing the source. Flame temper
atures as much as 200 K higher than the source brightness 
temperature can be measured, and the system can be fully 
automated without sacrificing temporal resolution. Errors can 
be minimized by using an accurately calibrated reference source 
and selecting filters carefully. The method is well suited for 
measuring cesium-seeded flames. Other Group IA elements 
can also be used with appropriate choice of filter, spectrograph 
grating density, and detector sensitivity. 
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Partial Coherence Theory of Thin 
Film Radiatiwe Properties 
A new approach based on the partial coherent theory of light is introduced to predict 
the radiative properties of a thin film. General expressions obtained for the normal 
reflectance and transmittance of a thin film not only degenerate into the limiting 
results of the wave and the geometric optics in the coherent and incoherent cases, 
but also apply for all partial coherent states between the limits. The key element in 
the formulation is the complex degree of coherence, for which a general integral 
expression is obtained and further approximated algebraically for nearly mono
chromatic radiation. Limiting criteria and regime maps are established to demon
strate the range of applications for the various methods. 

Introduction 
There exist two different methods for calculating radiative 

properties of a thin film: the wave optics formulation and the 
geometric optics formulation. The two approaches yield very 
different results because wave optics, based on superposition 
of the amplitudes of the electromagnetic fields, includes in
terference phenomena (Heavens, 1965) while geometric optics, 
based on intensity superposition, excludes interference (Siegel 
and Howell, 1981). Bohren and Huffman (1983) pointed out 
that the intensity superposition expressions, with certain re
strictions, can be obtained from averaging the amplitude su
perposition formulation over a frequency interval. They also 
discussed qualitatively the applicability of the two extremes by 
analyzing the interference structure of film transmittance. Har
ris et al. (1951) compared the two methods for a metal film 
on a nonabsorbing substrate and concluded that intensity su
perposition is applicable for a sufficiently thick substrate when 
its thickness or the wavelength of the incident radiation (or 
both) has a large range of probable values. 

No quantitative criterion has been presented to characterize 
the range of applications for the two methods. When measuring 
the spectral reflectance and/or transmittance of films to obtain 
the optical constants or film thickness, the vague terms "thin 
film" and "thick film" are often used to help choose the 
appropriate formulation. It is not difficult to understand that 
the detected interference signals depend not only on the thick
ness of the film, but also on the coherent state of the radiation 
source and, for the spectral measurement, on the bandwidth 
or the resolution of the instruments. Moreover, an intermediate 
range—films with thickness falling between the two extremes— 
is easily perceived. Bohren and Huffman (1983) warned of the 
potential error of using the two extreme formulations to deduce 
the optical constants from measured spectra, and pointed out 
the lack of a general approach for the intermediate range. It 
is shown here, however, that this gap can be bridged under 
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the partial coherence theory of light (Born and Wolf, 1975; 
Marathay, 1982). 

Nearly all real radiation sources and fields are partially co
herent. As Metha (1963) pointed out, even the most chaotic 
source—blackbody radiation—is coherent in a small region. 
The partial coherence theory of light deals with correlations 
among the radiation fields at different points in space and/or 
at different time intervals. The key elements in the theory are 
the normalized correlation functions namely, the complex de
gree of coherence for space-temporal coherent properties, and 
the complex degree of spectral coherence for space-spectral 
coherent properties (Mandel and Wolf, 1976). Although the 
theory of partial coherence of light has found wide applications 
in many fields, it has not been introduced to predict the ra
diative properties of thin films. 

The new model presented in this paper takes into account 
the partial coherent states of actual radiation fields. Developed 
from this model are general expressions for the radiative prop
erties of a thin film, i.e., reflectance, transmittance, and local 
absorptance, which include the wave optics and geometric op
tics as two limiting cases. An integral expression for the com
plex degree of coherence is obtained and further approximated 
by a simpler algebraic expression for nearly monochromatic 
radiation. Sample calculations show the difference between 
the three approaches, namely, geometric optics, wave optics, 
and the partial coherence formulation. Criteria are established 
to show when and which of the methods should be chosen. 
Regime maps are also constructed on the basis of these criteria. 

Model and Formulation 
The present model originates from a detailed re-examination 

of the wave and geometric optics models. For simplicity, only 
the case of normal incidence is considered. The incidence is 
from a remote point source. The film is assumed smooth during 
the derivation of the new formulation. The effects of surface 
roughness will be discussed later. 

In the geometric optics approach, as shown in Fig. 1(a), the 
incident radiation ray splits into many forward and backward 
ones through multireflections at the two film interfaces. Each 
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Fig. 1 Model for the radiative properties of a thin film: (a) geometric 
optics, (b) wave optics, (c) partial coherence approach 

backward ray is partially reflected at interface 1. The reflected 
part then becomes a forward ray. Actually, only one forward 
ray does not evolve from these reflected backward rays; that 
is, the one that is directly refracted from the incidence. Su
perposition of intensity gives the reflectance of the film as 

^ B - ^ 1 2 + 
Ri-jT\2T2\e 

\-R21R2ie~ 
(1) 

where <x( = Airk2v/c0) is the absorption coefficient of the film. 
It is implicit in Eq. (1) that a Beer's law type of attenuation 
has been assumed inside the film. 

In the resultant wave approach (Heavens, 1965; Bohren and 
Huffman, 1983), as shown in Fig. 1(b), the incident electro
magnetic field is divided into two parts inside the film. One 
is the forward propagating wave and the other is the backward 
one. Boundary conditions that require continuity of the tan

gential components of the electric and magnetic fields are ap
plied to obtain relations between E+, E_, E,, and E,. 
Superposition of the amplitudes of the electromagnetic fields 
yields the reflectance of a film as 

R™ = 
Rl2 + 2Re[/-|V23exp(t47rJV2Z,/X)] + R23e~ 
1 + 2Re[/-12/23exp(/47rA'2Z,/A)] + Rl2R23e~ 

(2) 

where rn and r2J are Fresnel coefficients giving by 

rl2 = (N{ -N2)/(NL+N2), rn = (N2-N3)/(N1 + N1) 

and Rn = rl2r*2, R23 = r23r23. 
Comparing with the geometric optics model, one can see 

that in the resultant wave model, all the forward propagating 
fields, including the part refracted directly from the incident 
field and the part reflected from the backward one, are com
pounded into a single forward propagating field. It will become 
clear later that this failure to distinguish between the refracted 
field and the reflected one in the forward propagating field 
covers the true mechanism of the interaction between the for
ward and the backward electromagnetic fields inside the film. 

The new model distinguishes the above-mentioned two con
stituents of the forward field inside the film, and similarly, 
the two constituents of the reflected field outside the film. As 
shown in Fig. 1(c), now the forward propagating field consists 
of two parts; one, E°+, is directly refracted from the incident 
field, and the other, E\, evolves from the reflection of the 
backward propagating field at interface 1. An important ob
servation to be made here is that the backward electric field 
at interface 1, £L, originates from the refracted electric field, 
E°+, at the same point but has a time delay: 

r = 2L/c = 2n2L/c0 (3) 

where n2 is the real part of the complex refractive index of the 
film. 

So the forward electric field inside the film at z = 0 and time 
t is given by 

£ + (0 , t) = E°+(0,t) + E>+(.0, t-r) (4) 

where £ + (0, t) is the part refracted from the incident electric 
field at interface 1 and time t, E'+(0, t-r) represents the part 
reflected from the backward propagating electric field i?_(0, 
t — r), and the argument t—r denotes the temporal retardation 
of the backward field relative to the incident radiation at in-

N o m e n c l a t u r e 

A = absorptance 
B = time limit of the integration in 

Eq. (9) 
c = speed of light 

E = electric field 
/ = resolution parameter = Av/u0 

G = mutual spectral density 
/ = incident radiation intensity 

k = imaginary part of complex re
fractive index 

L = film thickness 
N = complex refractive index 

= n + ik 
n = real part of complex refractive 

index 
R = reflectance 
r = reflection function, Fresnel 

coefficient 
r = position vector 
T = transmittance 
t = time, with subscript represent

ing transmission function or 

z 
a 

T 
AL 

Ac = 

Fresnel coefficient 
thickness parameter 
= 4irn2Lv0/c0 

coordinate 
absorption coefficient 
= 4irk2Lv/c0 

transmittance inside the film 
complex degree of coherence 
wavelength in vacuum 
frequency 
time retardation 
mean square root deviation of 
film thickness 
half bandwidth 

Subscripts 
g = geometric optics 
/ = incident field or intensity 
r = reflected field or intensity 
t = transmitted field or intensity 

w = wave optics 
z = at location z 

+ = 
o = 
0 = 
1 = 

12 = 

21 = 

3 
23 

forward propagating field 
backward propagating field 
vacuum, at frequency v0 

at z = 0 
medium 1, the interface be
tween medium 1 and the film 
from medium 1 to the film at 
interface 1 
from the film to medium 1 at 
interface 1 
the film, the interface between 
the film and medium 3 
medium 3 
from the film to medium 3 at 
interface 2 

Superscripts 
0 = directly from the incidence 
1 = evolved from the backward 

field 
* = complex conjugate 
' = backward direction 
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terface 1. Notice that E^(o, t- r) is a resultant field—the sum 
of all the backward fields through multiple reflections inside 
the film. So the time lag r is not exactly as defined in Eq. (3) 
but represents the multiple reflection effect. Such a difference, 
however, does not affect the formulation below and is taken 
into account later in obtaining the general expression for the 
complex degree of coherence. Similar remarks hold for n in
troduced later. 

Similarly, the reflected electric field Er(0, t) at z = 0 is com
posed of two parts: 

Er(Q, t) = E°r(0, f) + £ ' (0 , t-r) (5) 

where E°(Q, t) is the direct reflection of the incident electric 
field while El

r(0, t-r) is refracted from E-(0, t-r). 
The fields, E°+(0, t) and E°(0, t), in Eqs. (4) and (5) are 

related to the incident field £,(0, t) through the transmission 
function, r12, and the reflection function, rn, from medium 1 
to medium 2 by 

E°+(0, t) = tl2E,(p, t) (6a) 

E°r(Q, t) = rl2E,(0, t) (66) 

For monochromatic or nearly monochromatic radiation, :12 

and r12 are given by the Fresnel coefficients. For wide spectrum 
incidence, an integral average of the Fresnel coefficients should 
be used because of the dispersion of the optical constant. 
Similar remarks apply for all the reflection and transmission 
properties used in the following treatment and will not be 
repeated. 

The retarded fields, El
+(fl, t-r) andEl(0, t-r), in Eqs. (4) 

and (5) evolve from the backward field and are given by 

E\(0, / - r ) = r2,£_(0, t-r) (la) 

El
r(0,t-r) = t21E^(0,t-r) (lb) 

At z-L, there is no time retardation between the forward, 
backward, and transmitted fields. Although there is a time 
delay between the fields at this interface and those at interface 
z = 0, it will not affect the formulation. Again, relations among 
the fields at z = L can be expressed by 

E,(L,t) = t23E+(L,t) (8a) 

E.(L,t) = r23E+(L,t) (86) 

Note that all the above quantities are defined in the space-
time domain; the field at each point is composed of many 
frequency components determined by the source. These real 
time signals are fluctuating in nature. Detectable quantities, 
i.e., the intensity, are the various quadratic forms of them 
averaged over time, defined by (Mandel and Wolf, 1965) 

{f{r, /)> = Mm ~ \ f(r, t)dt (9) 

T= 
n3 {E,(L,t)E!(L,t)y 

(126) 

When/(r , t) = E,(Q, t)Ef(0, t), the above average yields the 
incident radiation intensity at z = 0 (except for a numeric fac
tor). 

Inside the film, both the forward and the backward field 
intensities are attenuated due to absorption, 

<E+(L, t)E*+(L, /)>=/3<£+(0, t)E%(0, t)) (10a) 

<JE_(0, t)Et{0, t)>=0'(E-(L, t)El(L, t)> (Wb) 

where p and /3' are transmittance of the forward and backward 
intensities inside the film. In the case of monochromatic or 
nearly monochromatic incidence, they are given by, according 
to Beer's law, /3 = j3' =exp(~aL). 

Combining Eqs. (8) and (10) gives 

<£_(0, t)E*_(0, 0 > = #23/3(3'<E+(0, t)E*+(0, r)> (11) 

To obtain the reflectance and transmittance of the film, 
which are defined as 

n, <£,(0, t)Ef(0, t)) 

requires finding the ratio <£+(0, t)E*+(0, t))/{E,(Q, t)Ef(0, 
0). 

By substituting Eqs. (6a) and (la) into Eq. (4) and recasting 
it as 

£ + (0 , t)-r21E.{0, t-T) = tl2E,(0, t) 

then multiplying the above equation with its complex conju
gate, and taking the time average, there follows 

<£+(0, t)E%(0, 0>-2Re[i -a<£+ (0 , t)E*_(Q, t-r))] 

+ R2l<E.(0, t-r)Et(0, t-r)) 

= Tn(Ei(0,t)E!(0,t)) (13) 

where R2i = r2ir2i and Tx2 = ti2t*2. 
In the above equation, the terms <£'+(0, t)E%(0, f)>, <£-(0, 

f - r ) £ * ( 0 , t-r)), and <£,-(0, t)Ef(Q, t)) represent the for
ward, backward, and incident radiation intensities, respec
tively, at interface 1. Even though there is a numerical factor 
in the real intensity expression (Heavens, 1965), it will not 
affect the reflectance and transmittance defined by Eqs. (12a, 
b) due to cancellation. Notice that the term <£+(0, t)E*-(0, 
t~r)) in Eq. (13) is of particular interest here. It is the cor
relation function of the electric field at z = 0 between the for
ward and backward propagating electric fields, thus the main 
concern of the theory of partial coherence of light. Such a 
correlation, called the mutual coherence function, is often 
normalized, resulting in the complex degree of coherence de
fined as (Born and Wolf, 1975) 

7(n, r2, T) 

= <£+(ri, t)E*-(r2, t-r)) 
({E+(rut)E%(rx,t))(E^2,t-r)E*„(r2,t-r))f2 

where n and r2 are different points in space. For normal in
cidence, the corresponding complex degree of coherence at 
z = 0 is 

T O (T) = 7 ( 0 , 0, r) 

= <£+(0, t)E*-(0, t-r)) 

({E+(Q, t)E*+(Q, t))(E_(Q, t-r)Et(Q, t~r))f2 

Substitution of Eqs. (11) and (15) into Eq. (13) yields 

<E+(0, t)E*+(0, t)) 

<£,(0, t)Ef(0, /)> 

; Tli Mg\ 
1 - 2Re(rJl7o(T))(/?23ft3' )1/2 + R2,R2iW' 

In deriving the above equation and the following Eqs. (19), 
(27), and (29), the relation 

<£L(0, t-r)E%(Q, t-r)) = <E+(0, t)E%(0, ()) 

has been used. This is true because the temporally averaged 
quantities, defined in Eq. (9), are invariant under the trans
formation of time origin. 

From Eqs. (8a), (10a), (126), and (16), the transmittance of 
the film becomes 

T= n3 
T\2T2i$ 

n, 1 -2Re(r2*l7o(T))(i?230/n"z +#2^23/3/3' 
(17) 

R 
<Er(0, t)E*(0, 0) 

'<E,{Q, t)Ef(0, /)> 
(12a) 

To derive the reflectance, multiplying Eq. (5) with its com
plex conjugate, substituting in Eqs. (66) and (76), and taking 
the time average yields 

<Er(fl, t)E*(0, t))=Rl2<Ei(0, t)Ef(0, r)> 

+ T2l<E.(0,t-r)El(0,t-T)> 

+ 2Re[rl2t2*l(Ei(0, t)E*_(0, t-r))] (18) 

where T2i = t2lt&. 
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Substituting Eqs. (4), (6a), (7a), and (11) into Eq. (15) and 
solving for <£,(0, t)El(0, t-r)) gives 

<£i(0, 0 ^ * ( 0 , r - r )> = [7o(r)/(JR23^')1/2-'-2i] 

x<E_(0, f - r )E*(0 , t-T))/tn (19) 

From Eqs. (11), (12a), (16), (18), and (19), the reflectance 
of the film can be obtained as 

, (V12r?i |" 7O(T) 
R = Rl2 + r21 + 2Re 

x 
T12R23W 

-r2i 

l-2Re^iyo(T))(R2^')u' + R2iR2^ 
(20) 

Equations (17) and (20) for transmittance and reflectance 
would look more familiar if Beer's law holds for 0 and /3 ' . In 
this case, they can be rewritten as 

T= 
TnT23e 

nt \-2Re(r!m(T))e-«\R23)
l/2 + R2lR23e~2aL 

R = Rn+[ T2] + 2Re 
, \ r\2t2\ y0(r)ea 

(Rxf 
Ti2R23e~ 

-r2\ 

1 -2Re(rJ,T()(r))e-aL(/?23)1/2 + /?2i^23e-2a/' 

(21) 

(22) 

Similar procedures are applied to get local absorptance inside 
the film. The local dimensionless field intensity can be ex
pressed as 

{E(z, t)E*(z, /)> 
<£,(0, t)Ef(0, 0> 

= Tl2e~ 

l + 2e a(L-z) sin-(J?23)'
/zRe(7;(Ti)) + /;23e -2a(L-z) 

l-2Re(r2*iyo(r))e-aL(R23f
2 + R2lR23e-2aL 

and the local absorptance is 

n2 d (\E(z, t)E*(z, 0> 
/l(z) = 

n, <fe V<E,(0, O^f (0, /)> 

(23) 

(24) 

where £(2, t) is the electric field inside the film, 72(TI) = 7(Z, 
z, T\) is the complex degree of coherence, and T\ = 2n2(L - z)/ 
c0 represents time retardation of the backward field relative 
to the forward field at point z. 

Equations (17) and (20) are general expressions for the trans
mittance, reflectance of an ideal film, while Eqs. (21), (22), 
and (24) are applicable when the Beer's law type of attenuation 
is assumed. The key element in the expressions is the complex 
degree of coherence. As will be shown in the following section, 
these expressions will degenerate respectively into wave optics 
and geometric optics results in two extreme cases, namely the 
completely coherent and the completely incoherent limits. The 
present theory, however, is not restricted to these extremes. It 
applies to the intermediate case—the partially coherent state— 
as well. The next section will therefore concentrate on the 
complex degree of coherence. 

Complex Degree of Coherence 

Incoherent Limit. Consider an arbitrary point z inside the 
film. The forward electric field at this point and at time / is 
composed of two parts: One, E°+(z, t), is from the incident 
field, and the other, E\(z, t-r), is from the backward field, 
where T is used because E\{z, t — r) originates from E°+(z, t), 
but travels an extra distance 2L. The backward electric field 
at zis £•_(£, t—Ti), where T! is used becauseE-(z, / - T O travels 
a longer distance by 2{L-z) than E+(z, t). Note that the 
following statements are valid: 

T = TI, Ti^O whenz = 0 

TT^T\, TX&0 when 0 < z < L 

T^T\,T\ = Q when z = L 

(25a) 

(256) 

(25c) 

So, whenO<z<Z, neither E"+ (z, t) nor E'+(z, t- r) is in phase 
with E_(z, t-r{). In this case, incoherence implies that <.E+(z, 
t)E*.{z, t — Ti)) equals zero. Thus, the complex degree of co
herence is 

7J(TI) = 0 whenO<z<L (26) 

The situation is different at z = 0, because, as indicated by 
Eq. (25a), at that point there is no time retardation between 
El+(z, t — T) and £_(z, t — r{). Substitution of Eqs. (4), (6a), 
(7a), and (11) into Eq. (15) gives 

7o(r) = /-2 ,( /?2 3^')1 / 2 

+ < / i a g f ( 0 , O ^ - ( P . / - r ) > 
« £ + ( 0 , / ) £ * + ( 0 , ( ) > ( ^ ( 0 , < - r ) £ * ( 0 , / - T ) ) ) 1 / 2 V ; 

Due to the time retardation between E°+(z, t) and E„(z, 
t - T I ) at z = 0, incoherence implies that (t\2E,(Q, t)E*_(0, t-r)) 
equals zero. Assuming Beer's law is valid, the complex degree 
of coherence of the forward and backward fields inside the 
film at interface 1 is 

yo{T) = r2le-aL{R23)
U2 when z = 0 (28) 

At z = L, T\ equals zero, indicating that E+(z, t) and E_(z, 
t-T\) are in phase. Actually, Eqs. (8b) and (14) give 

7z,(r) = y(L, L, T) = ry{R23)
U2 when z/L (29) 

Substituting Eq. (28) into Eq. (22) results in exactly Eq. 
(1)—the reflectance of a film from the geometric optics ap
proach. It can be readily shown that the transmittance, Eq. 
(21), and the dimensionless radiation intensity inside the film, 
Eq. (23), also degenerate into the geometric optics expressions. 

Unlike what one might have expected, Eq. (28) shows that 
the complex degree of coherence between the forward and 
backward fields inside the film at surface 1 is not zero, but 
rather is a definite value decided by the film thickness, the 
refractive indices of the film, and the surrounding media. This 
means that the forward and backward fields are partially co
herent at this point, even though they are incoherent inside 
the film. This partial coherence behavior is explicit in the 
current model, but is rather implicit and undetermined in the 
geometric optics approach where ray tracing and intensity su
perposition is used. 

Coherent Limit. Absolutely coherent radiation exists only 
possibly in a monochromatic field (Born and Wolf, 1975). For 
a coherent monochromatic field, the wave equation can be 
solved, giving exact relations between the forward and back
ward fields as (Bohren and Huffman, 1983; Heavens, 1965) 

l2-KVT E_(0,t-T)=E+(0,t)r23e" 

E_(z,t-n) = E+(z,t)r23e>'-

(30a) 

(306) 

70(T)=/-2V-''2™/(tf23)1/2 

lz(r{) = r*23e-a™V(R23)
V2 

Substitution of the above equations respectively into Eqs. 
(15) and (14), yields 

(31a) 

(316) 

Now substituting the complex degree of coherence [Eq. (31a)] 
into the reflectance expression (22), one obtains exactly Eq. 
(2), the formula from wave optics (Appendix). It can be proven 
that the transmittance given by Eq. (21) and the dimensionless 
radiation intensity inside the film given by Eq. (23) also de
generate to the corresponding wave optics expressions. 

It is interesting to notice that the moduli of the complex 
degree of spectral coherence 70(T) and yz(T\) given by Eqs. 
(31a, b) are exactly one, which verifies from another aspect 
that the case under examination is indeed absolutely coherent. 

Partial Coherence. Having shown the two limiting cases, 
a general expression for the complex degree of coherence is in 
order. Following Born and Wolf (1975), the mutual coherence 
function in Eq. (27) can be written as 
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<£i(0, t)E*(0, t - T ) > = 4 [ G,2(: (v)e'lW7dv (32) 

In the above expression, G\2(v) is called the mutual spectral 
density, given by 

G,2W = lim(/,2£,(0, j»)£*(0, v)/2*) (33) 

where the bar denotes ensemble average, and the argument v 
indicates that the field is in frequency domain. 

For the spectral components; results from solving the elec
tromagnetic wave equations still hold (Heavens, 1965; Bohren 
and Huffman, 1983): 

£°+(0, v) = tnEi{Q, v) (34) 

£_ (0, v) = [1 -Ni/N2 + (1 +Nl/N2)r]Ei(fl, v)/2 (35) 

E+(Q, v) = [1 +Ni/N2 + (l -Nx/N2)r]Ei(Q, v)/2 (36) 

where 

r_ ri2 + r23exp(i4irN2Lv/c) 
1 + ri2r2-itxp{iAirN2Lv/c) 

An important observation can be made here that the time 
retardation factor exp(-27r/>r) in Eq. (32) is already taken 
into consideration during the derivation of Eqs. (35) and (36). 
So, when Eq. (35) is used for calculating G{2{v), the factor 
exp( - lirivr) in Eq. (32) should be dropped. This will become 
clear when one substitutes Eqs. (33)-(35) and (37) into Eq. 
(32), giving 

<ti2E,(0, t)E*(0, /-r)>=4[ Itni-rn + rr/miCW 

Jo \hi 1+ /•12/-23exp(i47rN2vL/c) ) 

where I(y) denotes the incidence spectral intensity given by 

/(») = lim (£,(0, v)Ef(0, v)/2t) 

Examining the numerator of the integrand in Eq. (38) shows 
that the exponential term contains the factor exp( - 2irivT), 
which proves the argument made above. 

Similarly, the forward and backward field intensities can be 
expressed in terms of I{v). Substituting these relations into Eq. 
(27) gives 

7o(r) = /2i(*23ftn1/2 

[tn(-rn + rr/mi(")dv 

(I \(\-rttr)/tu\
lI{v)dv\ 

o Jo 
{.-rn + r)/tn\2I(v)dv 

(39) 

Equation (39) is the general expression for the complex de
gree of coherence of a thin film. Its evaluation generally re
quires numerical integration. However, it will be shown in the 
next section that when the incidence or the detected signal is 
in a narrow spectral range, the formula can be well approxi
mated by an algebraic one. 

Calculation and Discussion 
In many applications, such as the FTIR measurement of 

optical properties (Phelan et al., 1991), and the determination 
of thin film thickness (Musilova and Ohlidal, 1990), spectral 
quantities are measured. Although the ideal case is to distin
guish every single frequency, due to the finite resolution of 
instruments, the measured results have actually been averaged 
over a finite bandwidth—the detected signal is a partially co
herent one. For the FTIR measurement, such a bandwidth is 
decided by the resolution of the instrument, while in other 

applications using filters, it is controlled by filter bandwidth. 
In these cases, the incident spectral intensity around the fre
quency of the band center, v0, can be approximated as 

/,(*) = 
1 v0-Av<v <V0 + AV 

0 other 
(40) 

If Av is small compared with v, it is reasonable to neglect 
the dispersion effect and use Beer's law. Under these assump
tions, Eq. (39) becojnes 

Yo(r) = /-2 ,e- a £(#23)1 / 2 

i: hii-rn + ry/tMv 

\(l-rl2r)/t2l\
2dA \(-rX2 + r)/t2x\

2dv 

(41) 

Although the above formula still looks formidable, numer
ical calculation shows that for most of the refractive indices 
used in the calculation it can be well approximated by neglect
ing the change of the denominator of r in Eq. (37) and inte
grated as 

7O(T) = r2ie-aL(R2})
l/2 + f 1 + r12r2iexp[ix(l + ik2/n2)]} 

, (r23e
ixsmh[ifx(l + ik2/n2)]/[ifx{l + ik2/n2W 

(42) 
(R23smh[2fxk2/n2]/[2fxk2/n2])in 

where the thickness parameter x and the resolution parameter 
/ are defined as 

x = 4wn2Lv0/c0, (43o) 

f=Av/v0 (43b) 

A typical value of x ranges from 10 to 1000 for films of the 
micron range. For FTIR, the resolution parameter/may change 
from 10~5 to 10~', depending on the wavelength measured 
and the resolution. For interference filters, / may vary from 
10~3 to 10"1. 

It can be shown that Eq. (42) degenerates into Eqs. (28) and 
(31a) as/—oo and/—0, respectively, corresponding to abso
lutely incoherent and absolutely coherent incidence. 

If absorption inside the film can be neglected, Eq. (42) can 
be further simplified as 

7O(T) = 
rn 

(*»)" 
(r12r23 + e ix)smc(xf) + r21(R23)

1 (44) 

where the sine function is defined as sin(x)/x (Marathay, 1982). 
All the refractive indices in Eqs. (42) and (44) are evaluated 
at iv 

The accuracy of the approximate Eqs. (42) and (44) is af
fected mainly by the refractive indices. Increasing film ab
sorption will decrease the sinuous term in the denominator of 
r [Eq. (37)], thus enhancing the accuracy of the approximation. 
For the worst case, transparent films, calculation shows that 
the approximations are satisfactory if 

Ri2R21<0.25 (45) 

Examining Eqs. (41)-(44), one can see that the complex 
degree of coherence depends on x, / , a, r12, and r2i. Among 
them, x and / a r e the most important. In the following sample 
calculation, refractive indices are taken close to those used by 
Bornand Wolf (1975, p. 631). Results of calculation are shown 
in Figs. 2-7. 

Figure 2 compares the amplitude of the complex degree of 
coherence calculated from numerical integration of Eq. (41) 
(solid lines) and from the approximate expressions (42) and 
(44) (dotted lines). Since no absorption is included, the curves 
represent the maximum error between numerical integration 
and approximation for the given real part of refractive indices. 
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herence, partial coherence, and incoherence regimes 

Adding absorption inside the film tends to decrease such dis
crepancy and damp the oscillation in the presented curves. 
Also shown in the figure is the amplitude of the complex degree 
of coherence calculated from the geometric optics limit, Eq. 
(28). This figure shows that the approximate expressions (42) 
and (44) give good results. The oscillation in the curves is typical 

of the complex degree of coherence (Metha and Wolf, 1967), 
and is essentially due to interference. The slight overshoot of 
the approximate expression is understandable by examining 
the approximations made—the sinuous denominator in the 
integrand is replaced by its value at frequency v0. 

Figures 3 and 4 compare reflectance and transmittance of a 
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nonabsorbing thin film calculated from the three different 
approaches. Also shown in the figures are comparisons be
tween reflectance and transmittance calculated from using the 
integral and the approximate expressions for the complex de
gree of coherence, although the results using the integral 
expression are almost entirely covered by those using the ap
proximate one. In Fig. 3, the resolution parameter is taken as 
0.02, while in Fig. 4 and later Fig. 5, it is taken as 0.1 to get 
an overview of the variation of the reflectance and transmit
tance with x. The behavior of reflectance and transmittance 
calculated from the partial coherence formulation is well ex
pected: When x is small, the reflectance and transmittance 
match the wave optics results, and when x is large, they ap
proach the geometric optics limit. But similar to the amplitude 
of the complex degree of coherence shown in Fig. 2, their 
envelopes also show some long-range periodicity. Clearly, there 
is an interval in which neither wave optics nor geometric optics 
is correct. It is also seen from the figures that increasing the 
resolution parameter will accelerate the reflectance/transmit-
tance to the geometric optics limit, and that the small dis
crepancies between the numerical integration of the complex 
degree of coherence and its approximation (Fig. 2) are further 
decreased in reflectance and transmittance calculation. In Fig. 
5, the effect of film absorption on the reflectance calculation 
is shown. Due to the damping of the oscillation of reflectance 
when absorption is present, the absolute errors between the 
three approaches are smaller than those of nonabsorbing films. 
Direct integral averaging of the wave optics formula, Eq. (2), 
over frequency interval (c0 - Ac, v0 + Ac) is also performed but 
not shown in the figures, because the results are identical with 
those calculated from the partial coherence formulation with 
numerically integrated complex degree of coherence. This is 
not surprising because the complex degree of coherence is a 
concept in the space-time domain, and the spectral formulation 
is in the frequency domain. They are interconnected through 
Fourier transformation. Even from the quantum theory (Lou
don, 1983), the second-order coherence, which is applied here, 
will not differ from the classical theory. Theoretically, the 
partial coherence formulation is a more natural approach since 
instruments are always limited by their resolution and detectors 
measure only the averaged temporal signal. The practical ad
vantage of the new approach is clear: Integration is avoided 
through very good approximation. Furthermore, this work 
assumes normal incidence and remote point sources, which in 
essence, are only for the temporal coherence properties. When 
these idealizations are relaxed, the complex degree of coherence 
will include the spatial as well as the temporal coherence prop
erties, and will also depend on the dimension of the source, 
the incident angle, and the distance between the film and the 
source. For these cases, the partial coherence approach will 
possess greater advantage over doing many integrations from 
the spectral formulation (Born and Wolf, 1975). 

It is convenient in practice to have some criteria for selecting 
which formulation to use. Apparently, for the coherence limit, 
the amplitude of the complex degree of coherence is the best 
candidate. For the incoherence limit the same quantity is not 
appropriate because it approaches the geometric optics limit, 
which is variable according to Eq. (28). So, for the incoherence 
limit, the amplitude of the difference between the complex 
degree of coherence and that of geometric optics is used to 
characterize the geometric optics regime. The coherence regime 
is then characterized as 

I7O(T)IS:0.8 (46) 

and the incoherence regime as 

iTo(r)-7o?(7)l<0.2 (47) 

where the subscript Og represents the complex degree of co
herence in the geometric optics limit. 

In Eq. (46), the constant is chosen based on the relative error 
between the reflectance calculated from the partial coherence 
approach and that from the wave approach. Actually, the 
error, if plotted, is also oscillating with x due to the nature of 
interference. The constant, 0.8, is taken when the relative error 
in reflectance reaches about 10 percent during its first oscil
lation period (Fig. 3). The constant in Eq. (47) is selected with 
some degree of fuzziness because the relative error between 
the geometric and the partial coherence results also shows some 
long-range periodicity (Fig. 4). The chosen constant, 0.2, cor
responds to the last peak in the relative error between the 
geometric optics and the partial coherence data just before the 
first long-range period ends and the second one commences. 
Such relative error is about 10 to 20 percent for the calculated 
cases. 

Figures 6 and 7 show regime maps for different refractive 
indices based on the above definitions. In Fig. 6, the effects 
of absorption inside the thin film on the regime map are ex
amined. For nonabsorbing films, the demarcation lines be
tween the three regions are not smooth. In fact, there were 
some irregular peaks in the calculated results. Such irregular
ities again can be understood from examining the fluctuating 
behavior of the amplitude of the complex degree of coherence 
(Fig. 2). When absorption is increased, the kinks disappear 
because, as mentioned before, absorption damps the oscillation 
of the complex degree of coherence. Other calculations per
formed show that further increase of fc2 has little effect on the 
position of the line delineating the coherence and the partial 
coherence regimes, but will push the line dividing the partial 
coherence and the incoherence regimes further into the inco
herence region, thus enlarging the partial coherence regime. 
But such effect on the partial coherence regime is not important 
because when absorption is increased, both the wave and the 
partial coherence formulations will approach the geometric 
limit for small x, as can be seen from Fig. 5. Therefore, the 
regime map shown can be used for both small and large ab
sorption. Figure 7 shows that the real part of the refractive 
index, n2, has very little effect on the regime map. Since both 
Figs. 6 and 7 contain the case n2 = (3.5, 0.3), the two figures 
are actually nearly identical. 

Substituting Eq. (42) into the left-hand sides of Eqs. (46) 
and (47), it is found that for the calculation performed, one 
term, sinc(x/), is dominant. This explains the near independ
ence of the regime map on the refractive indices (except in the 
thickness parameter x). Such near independence agrees with 
the qualitative discussion by Bohren and Huffman (1983). 
Keeping only the sine term, the inequalities (46) and (47) can 
be solved and give 

x/<1.13 coherence regime (48) 

x/>2.59 incoherence regime (49) 

The dots in Fig. 7 are obtained from the above relations. 
They match the calculated curves very well. Numerical analysis 
shows that the inequalities (48) and (49) are valid when Eq. 
(45) is satisfied. 

The above discussions assume that the film is smooth. The 
regime map, however, can also be applied to rough surface 
under certain situations. This is based on the observation that 
the film thickness and frequency always appear in product 
form, vL. Although they represent different physical quantity, 
mathematically, they are equivalent. For thermal radiation 
wavelength, it is reasonable to assume that the surface rough
ness does not cause significant change of the direction of the 
reflected fields but only their path length. Under such an as
sumption, the regime map can be applied to include the surface 
roughness by replacing the resolution parameter with 

f=Av/v0 + AL/L0 (50) 

where L0 is the average film thickness and AL is the mean 
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square root deviation of the film thickness. It is cautioned, 
however, that to use Eq. (50) in the partial coherence for
mulation, the film thickness variation has to be assumed uni
formly distributed around the mean value. 

Conclusions 
This work presents a general partial coherent theory of the 

radiative properties of a thin film for normal radiation inci
dence. The new model is based on a detailed analysis of the 
wave optics and the geometric optics models. It is noted that 
the forward propagating field in the wave optics model is 
actually composed of two parts. One is refracted directly from 
the incident field, and the other evolves from the reflection of 
the backward field. The important difference between these 
two components is that the latter has a time retardation relative 
to the former. A statistical average method is applied to obtain 
general expressions for radiative properties, namely, reflec
tance, transmittance, and local absorptance of the thin film. 

The key element in these expression is the complex degree 
of coherence. In the geometric optics limit, the complex degree 
of coherence inside the film is zero, but is finite on the two 
surfaces. Such partial coherent properties are rather implicit 
and undetermined in geometric optics where ray tracing and 
intensity superposition is applied. In the wave optics limit, the 
modulus of the complex degree of spectral coherence is one 
but the phase depends on the refractive indices of the film and 
its surrounding media. The general formulation degenerates 
into the wave optics and geometric optics expressions, respec
tively, when the corresponding complex degree of coherence 
is used. 

The current relations not only include the wave and geo
metric optics expressions, but more importantly, they apply 
to the general case—the partially coherent case—as well. A 
general integral expression for the complex degree of coherence 
is established. For nearly monochromatic incidence or reso
lution limited spectral measurements, the general expression 
for complex degree of coherence can be well approximated by 
an algebraic one. Comparisons of the current formulation with 
the wave and geometric optics approaches are performed 
through sample calculation. The results show clearly the ex
istence of a region in which neither the wave nor the geometric 
formulation yields accurate results. Such a partial coherence 
regime is quantitatively characterized through the amplitude 
of the complex degree of coherence. Regime maps are con
structed and simple expressions delineating the various regimes 
are given. 
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A P P E N D I X 
Using Eq. (31a) and Beer's law, Eq. (20) becomes 

R=R[2+ r2i + 2Re 
rnt2\ 

tn 

* _~ HirvT 
rhe 
R*e ccL ~r1\ 

TuRiiS 
(Al) 

" 1 + 2Re[r12/-23exp(/47r/V2Z,/A)] + RnR^e~laL 

Re-writing the above expression into a single fraction, and 
grouping the numerator into the sum of three terms: 

Term 1 = 2JR12Re[r12r23exp(/47rAyVA)] 

+ 2T,2R23e-2aLRe rhe 
Rue-" 

= 2Re[JR12/-i2/-23exp(/47r/V2Z/X)] 

+ 2Re[/-12/,y2y2*3exp( - z47r/V2*LA)] 

= 2Re {r23exp(i4TrN2L/X)[Rl2r12 + rf2t12t2i} 

= 2Re[/-f2r23exp(/47rA^2Z,/X)] (A2) 

'21 TnR23e •2aL 

Term2=T2lTl2R23e~2o,L 

+ 2Ref^r21 
(. M2 

= e~2alR23[(l + r12)(l + r12)*(l - rn){\ - rl2)* 

+ 2Re(/-12/2V,y21)] = e~2aLR23(l -R\2) (A3) 

Term3 = Rl2(l+Ri2R2ie-2aL) (A4) 

Substitution of Eqs. (A2)-(A4) into Eq. (Al) gives exactly 
Eq. (2). 
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Infrared Refractive Index of Thin 
YBa2Cu307 Superconducting Films 
This work investigates whether thin-film optics with a constant refractive index can 
be applied to high-Tc superconducting thin films. The reflectance and transmittance 
of YBa1Cu^01 films on LaAlO} substrates are measured using a Fourier-transform 
infrared spectrometer at wavelengths from 1 to 100 \x.m at room temperature. The 
reflectance of these superconducting films at 10 K in the wavelength region from 
2.5 to 25 urn is measured using a cryogenic reflectance accessory. The film thickness 
varies from 10 to 200 nm. By modeling the frequency-dependent complex conduc
tivity in the normal and superconducting states and applying electromagnetic-wave 
theory, the complex refractive index of YBUTCUTP-] films is obtained with a fitting 
technique. It is found that a thickness-independent refractive index can be applied 
even to a 25 nm film, and average values of the spectral refractive index for film 
thicknesses between 25 and 200 nm are recommended for engineering applications. 

Introduction 
The design of promising high-Tt. superconductor infrared 

detectors requires the determination of the radiative properties 
of very thin films. Phelan et al. (1992) studied the influence 
of film thickness on the absorptance of either the film or the 
film-substrate composite due to absorption and interference 
effects. The radiative properties of very thin films are also 
crucial for the thermal design of deposition processes for high-
Tc superconducting films. Flik et al. (1992a) performed a ther
mal radiation analysis of the substrate-temperature evolution 
in the sputtering deposition of high-7,

c superconducting films. 
They applied thin-film optics and used the complex refractive 
index of a single crystal to determine the optical properties of 
very thin films. But in addition to absorption and interference 
effects, the microstructure can affect the optical properties of 
thin films through crystalline misorientation (Sengupta et al., 
1991). As the temperature decreases, the electron mean free 
path becomes large. When the electron mean free path is com
parable with the thickness, boundary scattering will reduce the 
electrical conductivity (Olsen, 1962). Boundary scattering can 
also occur at grain boundaries. At present, it is not known 
whether the radiative properties of the thinnest films can be 
predicted using thin-film optics and a thickness-independent 
refractive index, or whether there is a size effect on the re
fractive index of very thin films. 

The optical properties of high-quality YBa2Cu307 super-
conducting films and crystals have been investigated by several 
groups (Schutzmann et al., 1989; Kamaras et al., 1990; Or-
enstein et al., 1990; Cooper et al., 1989; Schlesinger et al., 
1990; Collins et al., 1989; Timusk et al., 1988). Phelan et al. 
(1992) measured the radiative properties of 35 and 75 nm 
YBa2Cu307 films on MgO substrates at room temperature. 
Gao et al. (1991) measured the transmittance and reflectance 
of 48, 156, and 180 nm YBa2Cu307 films on MgO substrates 
for wavelengths between 30 and 500 ̂ m at temperatures from 
20 to 300 K. They used a two-fluid model along with a mid-
infrared band for the superconducting state and obtained a 
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BCS-like temperature dependence for the superfluid density. 
Bozovic et al. (1987) studied the reflectance and transmittance 
spectra of 90 to 1000-nm-thick YBa2Cu307 films on SrTi03 
substrates. The influence of film thickness on the refractive 
index of very thin films has not been investigated. In contrast 
to the previous studies, this work determines for the first time 
the refractive index of YBa2Cu307 films as thin as 10 nm on 
LaA103 substrates at room temperature and at 10 K. 

The samples are c-axis oriented and fabricated by co-evap
oration of Y, Cu, and BaF2 on LaA103 substrates, followed 
by an optimized ex situ anneal. The thickness of the films used 
in this study varies from 10 to 200 nm. The substrate thicknesses 
are between 518 and 543 (im. A Fourier-transform infrared 
spectrometer is employed to measure the nearly normal re
flectance and transmittance from 1 to 100 fim wavelengths. 
The reflectance at 10 K from 2.5 to 25 /xm wavelengths is 
measured with a cryogenic reflectance accessory. The incident 
radiation is reflected, transmitted, or absorbed by the film-
substrate composite as shown in Fig. 1. The reflectance and 
transmittance are functions of the complex refractive indices 
and thicknesses of the film and substrate. The complex re
fractive index in the a-b plane of YBa2Cu307 is obtained for 

INCIDENT 
RADIATION 

REFLECTED 
RADIATION 

YBa2Cu307 

LaAlO, 

TRANSMITTED 
RADIATION Y 

Fig. 1 Schematic of the incident, reflected, and transmitted radiation 
for a film-substrate composite 
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Table 1 Sample characteristics and fitting parameters 

MEASURED 

dp d, Tc 

(nm) (nm) (K) 

10 521 85 

25 518 90 

50 533 89 

100 540 91 

200 543 91 

Pdc (300 K) 

(tiilcm) 

84O+.80 

360+40 

295±30 

330+30 

520±50 

FTTTED 

ROOM TEMPERATURE 

Pdc 

(tifl cm) 

880±220 

420+40 

340±30 

340+30 

510+30 

1/T 

(cm 1 ) 

300+90 

400±60 

520+50 

48Q+50 

500+50 

ne 

(m-3) 

1.1x10" 

3.0x102' 

4 . 8 x 1 0 " 

4 . 5 x 1 0 " 

3 . 1 x 1 0 " 

T 

Pdc 

= 10 K 

Y 

((ill cm) 

160 

80 

60 

65 

90 

0.60+0.20 

0.42±0.05 

0.44±0.04 

0.42±0.04 

0.46+0.04 

films with different thicknesses by fitting the measured data 
to a model dielectric function and applying thin-film optics. 
The Drude model is used to calculate the frequency-dependent 
electrical conductivity at room temperature. The electrical con
ductivity in the superconducting state is calculated using the 
computational method developed by Zimmermann et al. (1991), 
which yields the frequency-dependent complex conductivity of 
weak coupling superconductors with any given electron scat
tering rate. 

Based on the comparison of the refractive indices for films 
with different thicknesses, averaged values of the refractive 
indices obtained for film thicknesses between 25 and 200 nm 
are recommended for use in radiative transfer calculations. 

Thin-Film Specimens 
Table 1 lists the thickness of the YBa2Cu307 film, dF, the 

thickness of a LaA103 (100) substrate, ds, the critical temper
ature, Tc, and the room-temperature d-c resistivity in the a-b 
plane of YBa2Cu307 films, pdc (300 K), for each sample. The 
samples are approximately 12 x 12 mm2. The 50, 100, and 
200-nm-thick films are grown by an optimized annealing proc
ess using flowing wet and dry oxygen gas in a tube furnace. 
Special care is taken to use only films with Y:Ba:Cu stoichi-

ometry of 1:2:3 within 1 percent. These films are annealed at 
a maximum temperature of 900° C for 30 minutes in wet 02. 
This procedure results in c-axis oriented YBa2Cu307 films of 
high structural and morphological quality, which is determined 
from Rutherford backscattering/ion channeling, x-ray dif
fraction, and scanning electron microscopy. Detailed descrip
tions of the deposition and characterization of these samples 
are given by Siegal et al. (1990a, 1990b) and Carlson et al. 
(1990). 

The film quality for thicknesses less than 50 nm or larger 
than 200 nm suffers from this annealing process. Recent reports 
indicate that thicker films can be grown with a smooth mor
phology and a high Tc using a reduced 02 ambient partial 
pressure to simulate the thermodynamic environment of in situ 
growth (Mogro-Campero and Turner, 1991; Feenstra et al., 
1991). Using these ideas, the 10 and 25 nm films used in this 
study are grown for the first time with Tc = 85 K and Tc = 
90 K, respectively. The first stage of the ex situ anneal is at 
750°C for 30 minutes using a N2:02 gas mixture (1 percent 
02) bubbled through deionized water. The annealing condi
tions for the second stage are the same as those of the 50, 100, 
and 200 nm films: 30 minutes at 525°C in flowing dry 02. 
Rutherford back-scattering spectrometry, scanning electron 
microscopy, and x-ray diffraction measurements showed that 
the crystalline structure of the 25 nm films is close to that of 
the thick films, while the crystalline structure of the 10 nm 
film is not as good as that of the others. The surface roughness 
of the films used in this study is approximately 10 nm. The 
electrical resistivities in the normal state are measured using 
different samples with the same deposition and annealing con
ditions. Figure 2 shows the temperature dependence of the 
electrical resistivity in the a-b plane of the YBa2Cu307 films 
used in this study. The electrical resistivity changes almost 
linearly with temperature above Tc and decreases abruptly to 
zero at Tc. The c-axis lattice constant for YBa2Cu307 is about 
1.2 nm (Zhang et al., 1988), yielding an average of eight unit 
cells on top of each other for the 10 nm film. Recently, ultrathin 
YBa2Cu307 superconducting films of one to two unit cells have 
been deposited by several groups (Gao et al., 1990; Xi et al., 
1990; Terashima et al., 1991). 

Measurement Technique and Results 

Room Temperature. A Biorad FTS-60A Fourier-trans
form infrared spectrometer is employed for the measurement 
of the reflectance and transmittance of the film-substrate com-

Nomenclature 

€o = 
A 

c 

dp 
ds 

e 

h 

i 
k 

me 

ne 

nF 

T 
T 
1 c 

= energy gap parameter 
= 2L0/kTc 

= speed of light in vacuum 
= 2 . 9 9 8 x l 0 8 m s _ 1 

= thickness of film, m 
= thickness of substrate, m 
= electron charge 

= -1 .602x lO~ 1 9 C 
= Planck's constant 

= 6.626xlO"34 J s 
= (-D1/2 

= Boltzmann constant 
= 1.381 x lO" 2 3 J K " 1 

= electron effective mass, kg 
= electron number density, m~3 

= real part of the film refractive 
index 

= film temperature, K 
= critical temperature, K 

VF = 

Y = 

Je = 

A = 
Ao = 

e = 

eo = 

too = 

e = 
Kf = 

X = 
Ao = 

Fermi velocity 
normalized scattering rate 
= A/(4TTA) 

oscillator width for midin-
frared band, rad s _ 1 

energy gap, J 
energy gap at 0 K, J 
dielectric function 
electrical permittivity of free 
space = 8.854xl0~12 

C V^1 m" 1 

high-frequency dielectric con
stant 
Debye temperature, K 
imaginary part of film refrac
tive index 
wavelength in vacuum, m 
electron mean free path at 
OK, m 

Pdc 

Pd 

PL 

Pe 
a 

Ode 

\/T 

CO 

coe 

Up 

Olpe 

superconductor coherence 
length at 0 K = hvF/(2-K2A0), m 
d-c electrical resistivity, Q m 
electrical resistivity resulting 
from defects, Q m 
electrical resistivity due to 
scattering on phonons, Q m 
constant, Eq. (7), fi m 
frequency-dependent electrical 
conductivity, fi~'m~' 
d-c electrical conductivity, 
Q-'m - 1 

electron scattering rate, 
rad s"1 

angular frequency, rad s~' 
center frequency of midin-
frared band, rad s""1 

plasma frequency, rad s_1 

plasma frequency of midin-
frared band, rad s_1 
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Fig. 2 Temperature dependence of the electrical resistivity in the a-b Fig. 3 Room-temperature transmittance of film-substrate composites 
plane of YBa2Cu307 films and a bare substrate 

posites and a substrate without a film. Different sources, beam 
splitters, and detectors are used to obtain data for wavelengths 
from 1 to 100 /xm. A tungsten halogen source, a quartz beam 
splitter, and a PbSe photoconductive detector are used in the 
near-infrared region from 1 to 3 /xm. A Globar ceramic source, 
a KBr beamsplitter, and a DTGS pyroelectric detector with a 
Csl window are used in the mid-infrared from 2.5 to 25 /nm. 
The Globar source is also used in the far-infrared region from 
20 to 100 /xm with a Mylar beam splitter and a DTGS detector 
with a polyethylene window. The resolutions used in the meas
urements are 8 cm ~' in the near- and mid-infrared regions and 
2 cm"1 in the far-infrared. To achieve high photometric ac
curacy, special filters are used to remove radiation of undesired 
wavelengths and attenuate the incident radiation power (Flik 
and Zhang, 1992). The agreement of the data within the over
lapping spectral regions is better than 2 percent. Calibrations 
for the transmittance measurements have been performed using 
silicon, calcium fluoride, and strontium titanate crystals of 
optical quality. The results show that a photometric accuracy 
better than 1 percent is achieved in the near- and mid-infrared 
regions and 2 percent in the far-infrared. 

A gold mirror is used as the reference for the reflectance 
measurement. The spectral reflectance is obtained by dividing 
the spectral response with the sample by the spectral response 
with the mirror. The reflectance of the gold mirror is estimated 
to be 0.99 for all wavelengths (Toscano and Cravalho, 1976), 
which is used as a correction factor for the raw data. Reflec
tions from the sample holder to the sample are avoided by 
placing a piece of black tape with a reflectance of less than 
0.01 beneath the sample. The photometric accuracy in the 
reflectance measurements is estimated to be better than 3 per
cent considering the uncertainty in the estimated reflectance 
of the mirror. 

Figure 3 shows the room-temperature transmittance for the 
five samples listed in Table 1 and a bare LaA103 substrate. 
The thickness of the bare substrate is 446 /xm. The transmit
tance decreases monotonically as the film thickness increases. 
At wavelengths greater than 10 /nm, the substrate is opaque. 
Figure 4 shows the room-temperature reflectance for these 
samples and the bare substrate. The three reflectance peaks 
around 15, 23, and 53 ton are due to the influence of the 
substrate. As the film thickness decreases, the reflectance of 
the film-substrate composite approaches the substrate reflec
tance. As a result of absorption and interference inside the 
film-substrate composite, the reflectance increases with film 
thickness except in the regions 13 tim < X < 15 /xm, 17 /xm 
< X < 23 /xm, and 36 /xm < X < 53 /xm, where the reflectance 
of a bare substrate can be higher than that of the film-substrate 
composites. The real part of the substrate refractive index in 
these regions is close to zero, which implies that very little 
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W A V E L E N G T H X, urn 
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YBa 2 Cu 3 0 7 ON LaAI03 

300 K 

50 75 

W A V E L E N G T H X, i im 

100 

Fig. 4 Room-temperature reflectance of film-substrate composites and 
a bare substrate 

radiation power can penetrate into the substrate. With the 
addition of an YBa2Cu307 film, the total absorptance of the 
film-substrate composite increases, causing a decrease in the 
reflectance. 

Since the substrate is opaque for X > 10 /xm, Fig. 4 provides 
information on the absorptance of the film-substrate com
posite, which equals one minus the reflectance. This parameter 
is of paramount importance for the design of infrared detectors 
because it determines how effectively the detector captures the 
incident radiation power. A high-Tc superconducting infrared 
detector using the film-substrate composite as an absorber 
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is not a broad-band detector because the absorptance is a 
strong function of the wavelength. The absorptance in the bands 
10 /tin < X < 13 itm, 25 itm < X < 34 /im, and X > 60 /im 
strongly increases with decreasing film thickness. If the film 
thickness is reduced from 200 to 10 nm, then the absorptance 
at 12 and 30 itm increases by a factor of 3, and at 80 /tm by 
a factor of 2.5. This implies that the responsitivity of an in
frared detector can be increased by a factor of two to three 
by reducing the film thickness. Carr et al. (1990) tested the 
bolometric response of high-rc superconducting detectors with 
subnanosecond synchrotron radiation pulses using YBa2Cu307 
films of different thickness on MgO substrates. They observed 
that the detector responsitivity increased by a factor of 2 to 3 
for 10 /mi < X < 100 itm if a 48-nm-thick film was used 
instead of a 156 nm film. Their observation can be explained 
by the change in the absorptance of the film-substrate com
posite. The operating temperature of a high-7"c superconduct
ing detector is close to Tc ~ 90 K. Since the radiative properties 
of YBa2Cu307 at TC are not very different from those at 
300 K, the foregoing conclusions obtained from room-tem
perature measurements are valid in principle for 90 K. Similar 
observations over a more limited range of film thicknesses 
were made by Phelan et al. (1992). 

Cryogenic Temperatures. A schematic of the reflectance 
accessory made by Harrick Scientific Corporation is shown in 
Fig. 5. Incoming radiation from the source is guided by a set 
of mirrors to the sample and then to the detector. The incident 
angle can be adjusted by rotating the two flat mirrors, which 
in this study is fixed at 10 deg. At low temperatures, a de
tachable-tail liquid-helium dewar made by Janis Research 
Company is employed, which has an inner liquid helium cham
ber and an outer liquid nitrogen chamber. Between the two 
chambers and on the outside of the liquid nitrogen chamber, 
there are two interconnected vacuum jackets for thermal in
sulation. A mechanical pump is used to achieve a vacuum of 
approximately 10~5 bar. The sample is mounted on a cold 
finger inside the vacuum space at the bottom of the dewar and 
is sealed by a KRS-5 hemispherical window for the low-tem
perature reflectance measurements from 2.5 to 25 /im wave
lengths. The sample temperature is monitored by a silicon 
diode, which is mounted inside the cold finger close to the 
sample, as depicted in Fig. 5. A Lakeshore 805 temperature 
controller is used for the temperature reading. The temperature 
difference between sample and cold finger could be several 
degrees Kelvin due to the contact resistance (Mikic, 1974). To 
obtain the actual sample temperature, calibration is performed 
by mounting another silicon diode on the front surface of a 
LaA103 substrate. The temperature of the sample is between 
9 and 10 K while the temperature of the cold finger is between 
5 and 6 K. The accuracy of the temperature sensor is 0.5 K at 
T < 100 K. 

The reflectance at 10 K is obtained relative to the room-
temperature reflectance, which is measured using a gold ref
erence. For each sample, the spectral response is measured at 
10 and 300 K with the same configuration as shown in Fig. 5. 
The spectral reflectance for a given sample at 10 K is determined 
by multiplying the room-temperature reflectance by the ratio 
of the spectral response at 10 K to the spectral response at 
300 K, since the spectral response is proportional to the spectral 
reflectance. A gold mirror is not used as the reference for the 
reflectance measurements at 10 K due to the difficulties in 
obtaining identical alignments for the cases with gold mirror 
and with samples. Kamaras et al. (1990) used this method to 
study the temperature dependence of the reflectance of high 
Tc superconducting films. This method is valid only if the 
optical efficiency of the spectrometer does not vary with time. 
After the sample has achieved the steady-state temperature of 
10 K, the spectral response at wavelengths from 2.5 to 10 itm 

COLD FINGER 

SILICON DIODE 

HEMISPHERICAL 
WINDOW 

Fig. 5 Experimental apparatus tor low-temperature retlectance meas
urement 

slowly decreases with time, while the spectral response at wave
lengths from 10 to 25 /im does not change. For a 50 nm film 
at 10 K, two spectral responses taken before and after a time 
interval of 100 minutes show relative differences of 5 percent 
at X = 5 itm and 19 percent at X = 2.5 /im. The effect of 
thermal drift was also observed by van der Marel et al. (1991) 
in their midinfrared reflectance measurements. Although the 
sample is at steady-state temperature after the dewar has been 
charged with liquid helium, the temperature of the hemispher
ical window, which is close to room temperature, may vary 
with time due to its large thermal time constant. The optical 
properties of the KRS-5 window may vary with time due to 
the temperature variation, causing a change in the total optical 
efficiency. In order to investigate the photometric accuracy of 
low-temperature reflectance measurements, a gold mirror is 
mounted at the sample position. The uncertainty at low tem
peratures is evaluated based on the spectral responses obtained 
with the gold mirror, since the change of the reflectance of 
gold from 300 to 10 K is less than 1 percent (Toscano and 
Cravalho, 1976). Due to the variation of response, the max
imum relative uncertainty is estimated to be 20 percent for 
2.5 /im < X < 5 itm and 5 percent for 5 ttm < X < 22 itm. 
Since the signal-to-noise ratio is very low for wavelengths close 
to the cutoff wavelength of 25 ttm, two spectra taken for one 
sample at same temperature may differ from each other by 
several percent. Hence, the maximum relative uncertainty is 
estimated to be 10 percent for 22 /im < X < 25 /im. 

Figure 6 shows the reflectance of these samples and the bare 
substrate at 10 K from 2.5 to 25 /tm. Compared with the room-
temperature measurements (Fig. 4), the substrate reflectance 
increases about 30 percent between 13 and 16 /im but does not 
change very much for other wavelengths. The reflectance of 
the film-substrate composites increases as temperature de
creases from room temperature to 10 K at long wavelengths. 
As the wavelength approaches 2.5 /tm, the reflectance at 10 K 
is lower than the reflectance at room temperature. The cross
over wavelength is between 5 and 9 itm. Note the decrease in 
the reflectance at short wavelengths at 10 K is within the es
timated measurement uncertainty. Other reports indicated that 
the reflectance of high-rc superconductors is essentially tem
perature-independent for short wavelengths (Timusk and Tan
ner, 1989; Kamaras et al., 1989). The peak in the reflectance 
data at 15 /tm is due to the substrate, indicating that these 
films are not opaque at 10 K. The peak at 23.8 fim for the 
200 nm film is caused by measurement error, due to the low 
signal-to-noise ratio. The reflectance at the peak is approxi
mately 6 percent higher than that at the base, which is within 
the estimated maximum relative uncertainty of 10 percent for 
22 /tm < X < 25 /tm. Similar peaks between 23 and 25 /tm 
occur sometimes with other films and a gold mirror. 
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Refractive Index Analysis 
In order to understand the radiative properties of the films, 

the substrate refractive index must be investigated. In the wave
length region from 1 to 10 /xm where the substrate is trans
parent, both the reflectance and transmittance are measured. 
The substrate may be treated as a thin film in the transparent 
region, since interference fringes can be observed in the trans
mittance measurements by using high resolutions, 0.5 cm~' 
for example. The resolution of 8 cm"1 used in the actual 
measurement is larger than the spacing of approximately 
5 cm"1 between two interference extrema, yielding no inter
ference fringes in the measured transmittance and reflectance. 
Choi et al. (1991) extracted the complex refractive index of a 
LaA103 substrate from reflectance and transmittance meas
urements. The relations between the reflectance and trans
mittance and the complex refractive index were obtained using 
the ray-tracing method without considering the interference 
(Siegel and Howell, 1981). These results can also be derived 
by integrating the spectral reflectance and transmittance de
termined from thin-film optics (Bohren and Huffman, 1983). 
The Kramers-Kronig relations were applied for the opaque 
region (Wooten, 1972). The reflectance outside of the measured 
range was extrapolated by using the constant values at 1 /xm 
for short wavelengths and 100 /xm for long wavelengths. The 
measured reflectance of 0.46 at X = 100 /xm is close to that 
of 0.45 calculated from the dielectric constant at 1 MHz re
ported by Lee et al. (1990). The inaccuracy in the reflectivity 
for X < 1 /xm introduced by using the constant value at 1 /xm 
produces an error in the calculated phase shift, which is ap
proximately proportional to the frequency for 10 itm < X < 
100 /xm. A correction term is added based on the calculated 
ns and KS at X = 9.5 /xm where both transmittance and reflec
tance are measured. A detailed discussion on the application 
of the Kramers-Kronig transformation in extrapolating the 
complex refractive index of LaAlOs is given by Choi et al. 
(1991). The substrate refractive index is shown in Fig. 7. 

The reflectance of the substrate at 10 K is measured from 
2.5 to 100 itm. For 2.5 /xm < X < 10 /xm, since the measured 
reflectance does not vary with temperature, the room-tem
perature refractive index is used for the substrate at 10 K. For 
10 /xm < X < 100 fim, the refractive index of the substrate at 
10 K is obtained using the Kramers-Kronig relations. The 
reflectance and transmittance calculated from the extracted 
refractive index are identical to the measured data, which con
firms the extrapolation techniques. 

The frequency-dependent dielectric function of YBa2Cu307 

is assumed to be a linear superposition of several terms (Timusk 
and Tanner, 1989; Zimmermann et al., 1991). 

_ , — j _ 

AVERAGE 
FOR 25-200 nm 

WAVELENGTH X, um 
Fig. 7 Refractive index of YBa2Cu307 films with different thicknesses 
and a LaAI03 substrate at room temperature 

e(co) = €„ + 
o>l — co - ioiye 

i ff(co) 
(1) 

The first term on the right, e„, is the high-frequency dielectric 
constant, which is approximately 4 (Zimmermann et al., 1991). 
The second term is a temperature-independent midinfrared 
band, due to the electronic absorption caused by interband 
electronic transitions, which has a center frequency of wc, a 
plasma frequency of o>pe, and a width of ye. The last term is 
the contribution of conduction electrons, where eo is the elec
trical permittivity of free space and o(u) is the frequency-
dependent complex conductivity. The real part, nF (o), and 
the imaginary part, KF{U>), of the film refractive index are 
determined by 

[nF{w) +i Kp(oi)] =e(co) (2) 

For an electric field perpendicular to the c-axis of the 
YBa2Cu307 film, the contribution of phonons to the dielectric 
function is negligible due to their weak oscillator strengths 
(Renk et al., 1990). Therefore, the phonon contributions are 
not considered in Eq. (1). The midinfrared band is fixed using 
the data of Bauer (1990) for the electric field perpendicular 
to the c-axis: to, = 1800 cm = 24150 cm , and ye 

= 7500 cm . Note that 1 cm is equal to l.i x 10" 
rad s . The evidence for the existence of a midinfrared band 
has been reviewed by Timusk and Tanner (1989). In contrast, 
Bozovic (1990) and Bozovic et al. (1987) stated that this elec
tronic transition is not a characteristic of the high-7^ super
conducting material but rather of some structurally or 
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compositionally disordered regions in less homogeneous sam
ples. 

The normal-state frequency-dependent conductivity can be 
expressed as a function of frequency using the Drude model 

where T is the scattering time, whose reciprocal 1/T is the 
electron scattering rate, and adc is the d-c conductivity, which 
is the inverse of the d-c resistivity pdc. Kinetic theory relates 
the electron scattering rate to the d-c electrical conductivity by 

l- = ^ ~ (4) 
T me adc 

where ne is the electron number density, e the electron charge, 
and me the electron effective mass. Schlesinger et al. (1990) 
adopted a frequency-dependent electron scattering rate and 
effective mass in their analysis, i.e., both the scattering rate 
and the plasma frequency, o>p = (nee

2/eame)
l/1, are dependent 

on frequency. In the present study, similar to the work of 
Kamaras et al. (1989), the d-c conductivity and electron scat
tering rate are the adjustable parameters for the fitting, and 
the electron number density is then calculated from Eq. (4). 

For a given scattering rate and d-c conductivity, the film 
refractive index is calculated using Eqs. (1), (2) and (3). Based 
on thin-film optics, the reflectance and transmittance are ob
tained as functions of the refractive indices and thicknesses of 
the film and substrate, respectively (Choi et al., 1991). For 
10 fim < X < 100 ixm, where the substrate is opaque, the 
expression for the reflectance of the film-substrate composite 
is identical to that derived by Born and Wolf (1980) for an 
absorbing film adjacent to an absorbing semi-infinite medium. 
Thin-film optics for a two-layer system is applied for 1 fim 
< X < 10 jiim. The substrate interference effect is neglected, 
because the interference inside the substrate is not observable 
experimentally with a resolution of 8 cm"' . By comparing the 
calculated reflectance with the measured data, the best fitting 
parameters are obtained. The calculated transmittance is then 
compared with the measured transmittance to check the agree
ment. 

An algorithm developed by Zimmermann et al. (1991) is 
employed to calculate the ratio of the frequency-dependent 
conductivity in the superconducting state to the normal-state 
d-c conductivity, adc. It was adopted from the macroscopic 
expressions derived by Lee et al. (1988, 1989) using the quasi-
classical formalism of energy-integrated Green functions. This 
theory applies for weak-coupling isotropic BCS superconduc
tors with an arbitrary normal-state electron scattering rate. 
The energy gap parameter for a weak coupling BCS super
conductor is A = 2AQ/kTc = 3.53, where A0 is the supercon
ductor energy gap at zero temperature and k is the Boltzmann 
constant. The energy gap, A, for T < 0.3Tc is almost identical 
to that at zero temperature. Hence, the energy gap at 10 K is 
equal to that at 0 K for high-rc materials. 

The applicability condition for the theory of Zimmermann 
et al. (1991) is the local limit (Lee et al., 1988), i.e., the su
perconductor coherence length, £, which is a measure of the 
spatial extension of the superconducting electron pairs, is much 
smaller than both the wavelength of the incident radiation and 
the magnetic penetration depth. The superconducting coher
ence length at 0 K is %o = hvF/(2-K2&d, where h is Planck's 
constant and Vp is the Fermi velocity. The Fermi velocity of 
YBa2Cu307 is approximately 1.5 x 105 m s"1 (Goodson and 
Flik, 1991), yielding a superconductor coherence length of 
2.3 nm at 0 K. The magnetic penetration depth for X > 1 ftm 
is close to the zero-frequency value, which is the London pen
etration depth. The London penetration depth is approxi
mately 150 nm for YBa2Cu367 at 0 K and increases with 
temperature (Harshman et al., 1989). Hence, the local limit is 

valid for YBa2Cu307 at X > 1 /im at temperatures not too 
close to Tc. 

The input parameters are the ratio of the sample temperature 
to the critical temperature, T/Tc, and a normalized scattering 
rate, K=/J/(4TTTA). Note that at 0 K, Y = (ir/2)(f0/A0), where 
A0 = Vpr is the electron mean free path at 0 K. The electron 
mean free path is approximately 10 nm at 0 K (Goodson and 
Flik, 1991). The calculated Y from the superconductor co
herence length and the electron mean free path at 0 K is about 
0.36. For Y » ' 1, the electron mean free path is much shorter 
than the superconductor coherence length, and the supercon
ductor is in the impure limit. In this limit, the theory of Zim
mermann et al. (1991) gives the same results as the Mattis-
Bardeen relations (Mattis and Bardeen, 1958). For a pure su
perconductor with Y < 1, which is the case for YBa2Cu307, 
the deviation from the Mattis-Bardeen relations is large. Sim
ilar expressions considering a finite scattering rate were derived 
by Tinkham (1970) and Leplae (1983), and applied by Rao et 
al. (1990) for high-rc materials. 

The selection of adc has a strong influence on the calculated 
reflectance. Since the d-c electrical resistivity is zero below Tc, 
the parameter adc cannot be measured directly. It is the con
ductivity that the material would possess if it were in the normal 
state at temperatures below Tc. Phelan et al. (1991) extrapo
lated the resistivity to zero at 0 K using a linear temperature 
dependence of the d-c resistivity. Their calculated reflectivity 
for opaque samples showed a strong temperature dependence 
even at T « Tc. In the present study, similar to the approach 
of Goodson and Flik (1991), Matthiessen's rule is used to 
determine the d-c resistivity at temperatures below Tc (Ziman, 
1960) 

Pdc = Pd + f>L (5) 

where pd is the electrical resistivity due to scattering on defects, 
which does not depend on temperature, and pL is the electrical 
resistivity resulting from scattering on phonons, which is ex
pressed by the Bloch formula (Ziman, 1960) 

PL = 4Pe(T/efj5(e/T) (6) 

where 8 is the Debye temperature and pe is a constant. The 
Debye integral J$(x') is 

Mx') = [ 7^?dx (7) 

Note that pL is very small for T < 6/10. It is approximately 
a linear function of temperature for T > 0/3 and approaches 
peT/Q for T » 6. In the present study, the Debye temperature 
is 470 K, which was calculated by Goodson and Flik (1991) 
from specific-heat data. Although the Bloch formula given by 
Eq. (6) is not the most rigorous determination of the electrical 
resistivity, it is in excellent agreement with experimental data 
for metals. More detailed theories considering electron-phonon 
Umklapp scattering are far more difficult to apply and give 
the same trends for T> 6 and T« 8 as those given by the Bloch 
formula (Ziman, 1960). The d-c resistivities measured at tem
peratures above Tc are used to obtain ps and pd with the fitting 
technique described by Goodson and Flik (1991) and Flik et 
al. (1992b). The d-c resistivity obtained at temperatures below 
Tc/2 is very close to pd. The d-c resistivity at 10 K for each 
film is listed in Table 1, which is equal to the residual resistivity, 
pdc (OK). A linear extrapolation of the d-c resistivity would 
result in a value of pdc (10 K) much smaller than the values 
listed in Table 1. 

After the d-c conductivity is determined, the normalized 
scattering rate Y is the only fitting parameter for the super
conducting state. Equations (1) and (2) are used to calculate 
the refractive index of the films in the superconducting state. 
By comparing the reflectance calculated from thin-film optics 
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with the measured data, the best fitting parameter Yis obtained 
for each film. 

Results and Discussion 

Room Temperature. The fitted d-c resistivities, the scat
tering rates, and the electron number densities are listed in 
Table 1. Note that a scattering rate of 1 cm"1 is equal to a 
scattering time of 5.3 X 10"12 s. The agreement of the re
flectance calculated using the fitting parameters with the meas
ured data is better than 3 percent for wavelengths from 60 to 
100 jum for all films. Below 10 /nm, the agreement in both the 
reflectance and transmittance is better than 10 percent. For 
the 50, 100, and 200 nm films, the calculated reflectance is 
less than the measured data with a maximum deviation of 10 
percent in the wavelength regions between 20 and 25 jum and 
between 50 and 55 /*m. This is an indication that some phonon 
absorption structures exist in these films. The oscillator fre
quencies are approximately 180 and 350 cm"1, which agree 
with other studies (Feile, 1989; Choi et al., 1991). The 25 nm 
film shows broad phonon features around these frequencies 
and the phonon features almost disappear in the 10 nm film. 
The film thicknesses are determined from Rutherford back-
scattering. The uncertainty of the film thickness is estimated 
to be 5 percent, yielding a 2 percent deviation in the calculated 
reflectance. The sensitivity of the fitting technique is investi
gated by individually varying the fitting parameters. Once the 
best fitting parameters are obtained, the uncertainty is esti
mated by varying either of the fitting parameters to a value 
that causes approximately 3 percent deviation in the calculated 
reflectance. The resulting uncertainties are listed in Table 1. 
For the the 10 nm film, the optical properties of the film-
substrate composite are very close to those of the substrate, 
yielding an uncertainty of as large as 30 percent in the electrical 
resistivity and electron scattering rate. 

The critical temperature, d-c conductivity, and electron 
number density for the 10 nm film are the lowest, indicating 
the presence of more defects in the film microstructure. The 
d-c conductivities and the electron number densities for the 50 
and 100 nm films are the largest. The scattering rates are very 
close for the 50, 100, and 200 nm films. The decrease in the 
scattering rate for the 25 and 10 nm films is due to the weak 
strengths of the phonon oscillators in these films. The reason 
for the weak phonon oscillator strengths might be due to the 
better orientation and/or less oxygen deficiency. The optically 
obtained d-c resistivity agrees with the measured data within 
the uncertainties of the fitting technique and transport meas
urements. The scattering rate of 300 to 500 cm"1 determined 
in this study at room temperature is in good agreement with 
that of 300 cm" : obtained by Kamaras et al. (1990) for different 
YBa2Cu307 films and that of 400 cm"1 obtained by Orenstein 
et al. (1990) for YBa2Cu307 crystals. 

Figure 7 shows the refractive index of YBa2Cu307 films with 
different thicknesses. The averages for film thicknesses from 
25 to 200 nm are also shown. The deviation of the refractive 
index from the average is less than 10 percent except for the 
10 nm film. The deviation is not systematic and is attributed 
to variations in sample properties. The uncerainty in the fitted 
parameters yields a maximum error of 6 percent in the re- • 
fractive indices for film thicknesses larger than or equal to 
25 nm. Error bars shown in Fig. 7 indicate the large error in 
the calculated refractive index of the 10 nm film due to the 
fitting uncertainty. If the average of the refractive index for 
film thicknesses between 25 and 200 nm is used to calculate 
the reflectance, the agreement with the data is better than 10 
percent. The average of the refractive index is recommended 
for design calculations of the thermal radiative properties of 
YBa2Cu307 thin films with thicknesses not smaller than 25 nm. 
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Fig. 8 Refractive index of YBa2Cu307 films with different thicknesses 
at 10 K 

Superconducting State. Figure 8 shows the fitted refractive 
indices for films of different thicknesses at 10 K. The average 
values of the refractive indices for film thicknesses from 25 to 
200 nm are also shown. The deviation of the refractive index 
from the average is within 10 percent except for the 10 nm 
film. The fitted normalized scattering rate Y for each sample 
is listed in Table 1. Note that Y = 1 corresponds to a scattering 
rate of 217 cm"1 or a scattering time of 2.4 x 10"14 s. At 
wavelengths greater than 10 ixm, the agreement between the 
reflectance calculated from the fitted scattering rate and the 
measured data is better than 5 percent for 10 /nm < X < 23 
//m and 10 percent for 23 ^m < X < 25 ^m. At wavelengths 
less than 10 /mi, the deviation increases with decreasing wave
length and reaches a maximum of 12 percent for the 200 nm 
film at 2.5 /tm. The sensitivity of the reflectance to y i s in
dicated by the uncertainty in Table 1. The uncertainty of the 
fitted parameter Y is estimated by varying it from the best 
fitted value to one that causes approximately 3 percent devia
tion in the calculated reflectance. The uncertainty of the fitted 
value of F yields a maximum error of 6 percent in the refractive 
indices for film thicknesses larger than or equal to 25 nm. The 
error in the calculated refractive index of the 10 nm film is 
indicated by the error bars in Fig. 8. Because at high frequencies 
the electrical conductivity term in Eq. (1) is very small com
pared with the first and second terms, the dielectric function 
and the refractive index at X < 5 /*m is not very sensitive to 
the fitting parameter. The fitting is based on the reflectance 
at wavelengths greater than 5 fim; therefore, the large uncer-
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tainty in the measurements at X < 5 fim will not affect the 
fitting quality. 

For the impure limit, y—•<», the theory of Zimmermann et 
al. (1991) gives exactly the same results as the Mattis-Bardeen 
relations . For a 100 nm film at T = 10 K and X = 10 tun, 
the reflectance predicted by the Mattis-Bardeen relations is 
0.92, which is much higher than the measured value of 0.67 
and that of 0.65 predicted using the fitted value of Y = 0.44 
in the theory of Zimmermann et al. (1991). In general, both 
the real and imaginary parts of the refractive index predicted 
by the Mattis-Bardeen relations are much higher than those 
predicted by the theory of Zimmermann et al. (1991) with the 
fitted parameters. Hence, the Mattis-Bardeen relations yield 
an underprediction of the radiation penetration depth and an 
overprediction of the total reflectance. 

At low temperatures, the electron scattering is dominated 
by defects. The electron number density does not change with 
temperature. The scattering rate at 10 K can be calculated from 
Eq.(4) using the extrapolated d-c conductivity at 10 K and the 
electron number density obtained at room temperature. For 
films of thickness from 25 to 200 nm the calculated scattering 
rates agree with the fitted ones within 15 percent. The calcu
lated scattering rate for the 10 nm film is y=0.25, which is 
less than one half of the fitted value of y=0.60. The disa
greement between the fitted and the calculated electron scat
tering rates at 10 K is of the same order as the uncertainty in 
the fitting process for the 10 nm film. Since the electron mean 
free path at 10 K is comparable to the thickness of the 10 nm 
film, boundary scattering can increase the electron scattering 
rate. The calculation of the scattering rate from the d-c resis
tivity and the electron number density does not take into ac
count the boundary scattering. Besides boundary scattering, 
the deviation in the refractive index between the 10 nm film 
and the other films may be caused by a different microstruc-
ture, since the crystalline structure of the 10 nm film is not as 
good as that of the other films. 

The average value of Y= 0.42, corresponding to a scattering 
rate of 1/T = 91 cm~', for film thicknesses between 25 to 
200 nm is an optically observed scattering rate. Its agreement 
with the value of Y = (ir/2) (|r/Ao) = 0.36, which was de
termined from independent electrical resistivity measurements 
and analysis for a different film, is a powerful confirmation 
of the applicability of the model dielectric function, Eq. (1). 
The YBa2Cu307 is a pure superconductor but is not in the 
extreme pure limit. 

Conclusions 
1 A systematic size effect on the refractive index is not 

observed for film thicknesses from 25 to 200 nm. For a 10 nm 
film at low temperatures, since the electron mean free path is 
comparable to the film thickness, boundary scattering can play 
a role in the electron scattering processes. The difference be
tween the refractive index of the 10 nm film and those of the 
other films may also be caused by the different microstructure 
of the 10 nm film. 

2 The Drude model plus a broad midinfrared band can be 
used to fit the room-temperature reflectance for films as thin 
as 10 nm. The average values of the fitted refractive index for 
film thicknesses between 25 and 200 nm are recommended for 
design calculations of the thermal radiative properties of 
YBa2Cu307 thin films. 

3 In the superconducting state, since YBa2Cu307 is a pure 
superconductor, the Mattis-Bardeen theory cannot be applied. 
A dielectric function with a variable scattering rate along with 
the midinfrared band is a successful approach. The optically 
obtained electron scattering rate at 10 K of about 91 cm -1 

agrees well with that obtained from the superconductor co
herence length and electron mean free path reported by other 
groups. The average values of the refractive index for film 

thicknesses between 25 and 200 nm are recommended for de
sign calculations. 

4 The increase of the measured absorptance of the film-
substrate composite with decreasing film thickness can explain 
the increase of the responsivity of high-rc superconducting 
infrared detectors achieved by using thinner films. 
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Evaluation of Total Emittance of an 
Isothermal Nongray Absorbing, 
Scattering Gas-Particle Mixture 
Based on the Concept of 
Absorption Mean Beam Length 
A general methodology to evaluate the total emittance of an isothermal, nongray, 
isotropically scattering particle-gas mixture is illustrated. Based on the concept of 
absorption mean beam length (AMBL), the methodology is demonstrated to be 
computationally efficient and accurate. As an illustration, the total emittance of a 
slab containing carbon particles and C02 is evaluated. The nongray extinction coef
ficient and scattering albedo of carbon particles are calculated based on Mie theory 
and the available index of refraction data. The narrow-band fixed-line-spacing model 
(Edwards et al., 1967) is used to characterize the nongray spectral absorption 
coefficient of C02. Numerical data show that the combined nongray and scattering 
effects are quite significant. For particles with moderate and large radius (say, > 1 
ixm), ignoring the effect of scattering can lead to error in the prediction of total 
emittance by more than 20 percent. The no-scattering results also yield incorrect 
qualitative behavior of the total emittance in terms of its dependence on the mixture 
temperature and particle concentration. The accuracy of many of the existing pre
dictions of total emittance of gas-particle mixtures that ignore the scattering effect 
is thus highly uncertain. 

1 Introduction 
In the assessment of performance of high-temperature en

gineering equipment such as industrial furnaces, the ability to 
predict accurately the radiative emission from a mixture of 
particles and gas is essential. Until now, this essential ability 
has been limited largely to absorbing particles and gas mixtures. 
With available spectroscopic absorption data for various gases 
and particles, together with the concept of mean beam length 
(MBL) originally introduced by Hottel (1927), accurate pre
dictions of total emittance of multidimensional nongray ab
sorbing gas-particle mixtures are now accepted as routine. Two 
important factors contribute to the success of these efforts. 
First, reasonably reliable spectral absorption data are now 
available for most gases. Second, MBL has been shown to be 
primarily a function only of geometry (i.e., independent of 
wavelength) and can be, to a good approximation, considered 
as constant in a nongray calculation. The necessary spectral 
integration is thus reduced to a one-dimensional form and can 
be readily evaluated. 

The success in estimating the radiative emission from a non
gray absorbing, scattering particle-gas mixture, on the other 
hand, has been quite limited. The primary difficulty is that 
even when the medium can be considered as gray, accurate 
numerical solution to the radiative transfer equation is difficult 
to obtain. Many approximation methods (see the review article 
by Viskanta and Menguc, 1987) have been proposed. The ac
curacy of such methods, however, is generally unknown. For 
nongray analysis, two general approaches are utilized. In one 
approach (Menguc and Viskanta, 1986), the computational 
method developed for a gray analysis is extended to the nongray 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1991; 
revision received February 1992. Keywords: High-Temperature Phenomena, 
Modeling and Scaling, Radiation. Associate Technical Editor: R. O. Buckius. 

case by the Hottel's MBL concept. This extension, however, is 
done on an ad hoc basis. Without a rigorous theoretical jus
tification, the accuracy of this approach is highly uncertain. 
The second approach is to develop approximate solution tech
niques directly for the nongray analysis (Skocypec and Buckius, 
1984). While this approach has been successful in generating 
numerical data for a few selected problems (say, parallel slab 
geometry), the applicability of the method to analysis of general 
enclosures is uncertain. The accuracy of all existing solution 
approaches is also difficult to assess because of the lack of 
reliable "benchmark" numerical data for direct comparison. 

The objective of this work is to show that utilizing the concept 
of absorption mean beam length (AMBL) (Yuen, 1990, 1991), 
a general methodology can be developed for the evaluation of 
radiative emission from a nongray absorbing-scattering parti
cle-gas mixture. The methodology is computationally efficient, 
accurate, and applicable to enclosures with arbitrary geometry. 
As an illustration, the total emittance of a carbon particles/ 
C02 containing slab is calculated. In addition to generating a 
set of numerical data, which serves as a benchmark set of 
"exact" results for this class of problem, the importance of 
the scattering effect on the total emittance is also illustrated 
quantitatively. 

2 Analysis 
A schematic of the general methodology for the evaluation 

of total emittance of a nongray absorbing-scattering particle-
gas mixture is shown in Fig. 1. Similar to the MBL approach, 
which was successful for the evaluation of total emittance of 
a nonscattering medium, the fundamental principle of the meth
odology is to separate the geometric effect and the spectral 
effect in the numerical integration. Except for the increased 
complexity in the evaluation of AMBL, the present approach 
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Evaluation of 
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Beam Length 

Evaluation/ 
Measurement of 
Optical Properties 

One-Dimensional 
Spectral 
Integration 

Total Emittance 
Fig. 1 Schematics of the general methodology for the evaluation of 
total emittance of an absorbing/scattering particle-gas mixture 

has the same degree of mathematical complexity as the con
ventional MBL approach. 

2.1 Evaluation of AMBL. As shown in earlier work 
(Yuen, 1990,1991), AMBL is the radius of an equivalent purely 
absorbing and emitting hemisphere such that the heat flux 
evaluated at the center of its base is identical to the actual heat 
flux. For an isothermal medium with a known geometry, tem
perature T, and optical properties (i.e., absorption coefficient 
ax, scattering albedo cox and scattering phase function); the 
spectral heat transfer, gx, can be calculated by standard nu
merical techniques developed for a gray medium, e.g., the 
Monte Carlo Method (Howell and Perlmutter, 1964), the 
Zonal/Network Method (Hottel and Sarofim, 1967; Yuen, 
1990) for isotropically scattering media and Generalized Zonal 
Method (Yuen and Takara, 1990) for anisotropically scattering 
media. The mathematical definition of AMBL, Lab x, is given 
by 

Q\ = eKb(T)(.l-e-'^«i>*) (1) 

For an isothermal slab and with the assumption that the scat
tering is isotropic, AMBL calculated for the radiative heat 
transfer to one of its surfaces (Yuen, 1991) is presented in Fig. 
2. Note that the mathematical behavior of AMBL is quite 
different from that of Hottel's MBL. In contrast to MBL, for 
example, AMBL varies strongly with absorption coefficient 

10 

aL 1 
ab 1 

2.0 

1.0 

0.5 

aD = 0.1 
- s 

- , 1 . I 1 1 1 1 1— 
0.0 0,2 0.4 0.6 0.8 1.0 

CO 

(0 =0.99 

-i 1 1 1 1 1 . 1 . 1 1-
0 1 2 3 4 5 6 

aD 
Fig. 2 Absorption mean beam length for a parallel slab with different 
absorption optical thickness, aD, and scattering albedo, o> 

and scattering albedo. While MBL increases as the character
istic dimension of the physical system increases, AMBL ap
proaches an asymptotic finite value in the optically thick limit 
for a medium with nonzero scattering albedo. Physically, MBL 
correlates approximately the optical "size" of the medium. 
AMBL, on the other hand, correlates only the optical "size" 
that contributes to the heat transfer. For a medium with a 
finite scattering albedo, increase in the physical dimension of 
the system will have less and less effect on AMBL since the 
additional medium has less and less influence on the overall 
heat transfer due to the effect of scattering. This explains the 
asymptotic behavior of AMBL in the optically thick limit. In 
the limit of a large scattering albedo. AMBL can be quite small 
even for a physically "large" system because the optical "size" 
that contributes to the heat transfer is small. 

Fundamentally, the important function of AMBL is to ac
count for the effect of enclosure geometry on radiation heat 
transfer without a simultaneous consideration of the detailed 
spectral properties of a specific mixture. The numerical data 
in Fig. 2, for example, account for the effect of the parallel 
slab geometry on radiation heat transfer over the entire range 
of radiation parameter. The same data can be used to analyze 

Nomenclature 

«x = 
B = 

C = 

C, = 

c, = 

absorption coefficient 
gas absorption correlation pa
rameters, Eq. (2) 
gas absorption correlation pa
rameters, Eqs. (2) and (3) 
gas absorption correlation pa
rameters, Eqs. (3) and (4) 
gas absorption correlation pa
rameters, Eq. (4) 
gas absorption correlation pa
rameters, Eqs. (3) and (4) 
gas absorption correlation pa
rameters, Eqs. (2) and (5) 

do 

e\,b 
L„b,\ 

n 

N 
PA 

PB 

Pe 

= gas absorption correlation pa
rameters, Eq. (5) 

= blackbody emissive power 
= absorption mean beam length 
= gas absorption correlation pa

rameters, Eq. (6) 
= particle number density 
= partial pressure of the absorb

ing gas 
= partial pressure of the N2 

broadening gas 
= effective pressure parameter, 

Eq. (6) 

^o = 
c/x = 

Qabs = 

Wsca ~ 
r = 
T = 

To = 

e\ = 
K = 

X = 

P = 
T = 

CO = 

reference pressure = 1 atm 
heat flux 
absorption cross section 
scattering cross section 
particle radius 
temperature 
reference temperature = 1 0 0 
K 
emittance 
extinction coefficient 
wavelength 
gas density, Eq. (2) 
transmissivity 
scattering albedo 
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Fig. 3 Measured data on complex index of refraction (n - U) for carbon F i g . 4 ( a ) A b s o r p t i o r i efficiency for carbon particles of different radius 

any isothermal mixture with the same geometry. Since AMBL 
is readily computable with established computational methods 
(developed for gray analysis) and the spectral integration is 
one dimensional, the overall computation is straightforward 
and requires little effort. 

2.2 Evaluation of Spectral Optical Properties. This proc
ess can be readily accomplished utilizing well-established nu
merical procedures and/or experimental data. For many 
common absorbing gaseous species, for example, the narrow
band fixed-line-spacing model (Edwards et al., 1967) is known 
to be an effective engineering approximation for the nongray 
spectral absorption behavior. The gaseous absorption coeffi
cient (suppressing the subscript X for simplicity) is given by 

P C 2 s inh(^ 2
J P e /2) 

" cosh (irB2Pe/2)- cos (2vv*/d) 

where v* is the wavenumber measured from the center of the 
band, C2(v, T), B2(v, T), d and Pe are specified in terms of 
isothermal gas correlation parameters as 

C2=(Ci/Ci)e-"*/ci (3) 

52=C2 / (4C,C3) (4) 

d=d0C3(T0), 7"0=100K (5) 

Pe=[(PB + bPA)/Po}", P 0 = l a t m (6) 

with PA being the partial pressure of the absorbing gas and 
PB the partial pressure of the N2 broadening gas. The gas 
correlation parameters, C\, C2, C3, b, and n are defined for 
various common gaseous species (e.g., C0 2 , HzO, CO, and 
CH4) in standard reference (Edwards et al., 1967). 

In the present work, the absorbing gas is assumed to be a 
CO2/N2 mixture at atmospheric pressure. Over the expected 
mixture temperature range (500 to 3000 K), numerical exper
iments show that the present calculation can predict the pure 
C0 2 emittance data from Hottel's chart (Hottel, 1967) to within 
10 percent by setting d0 = 30. This assumption is therefore used 
in the generation of all numerical data. 

If carbon particles in the mixture are assumed to be spherical, 
the evaluation of optical properties is also straightforward 
utilizing Mie theory (Van der Hulst, 1957). Specifically, for 
the set of index of refraction (n - in) data for graphite carbon 
(Phillips, 1977) as shown in Fig. 3, the absorption efficiency 
Qabs> the extinction efficiency Qext, and scattering albedo 
o = 1 - Qabs/Qext can be readily calculated for different particle 
sizes utilizing computer programs provided in standard ref
erences (Bohren and Huffman, 1983). The absorption coef
ficient, a, and extinction coefficient, K, can be generated from 
these efficiency factors by 

a = Nirr2Q&hs K = Mrr2Qext (7) 

Qext 1 

B r = 0.01 Mm 

A r = 0.1 lim 

o r = 1 Mm 

• r = 10 Mm 

H r = 100 Mm 

.001 .01 .1 1 10 100 1000 10000 

a = 2jcrM, 
Fig. 4(b) Extinction efficiency for carbon particles of different radius 
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A 

" " • i " 
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" " " I 

Q r = 0.01 Hm 
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• r = 10 Mm 

• r = 100 Mm 
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a = 2KT/X 

Fig. 4(c) Scattering albedo for carbon particles of different radius 

4(c). It can be readily observed that the effect of scattering is 
quite significant when the particle radius is greater than 1 /jm. 

It is important to note that all results presented in this section 
are based on established information that is available from 
standard references. While the mixture characteristics are 
somewhat idealistic (pure C 0 2 and spherical carbon particles) 
and differ from those of an actual combustion product mix
ture, the assumed mixture is sufficient to illustrate the effec
tiveness of the proposed methodology and the qualitative effect 
of scattering on the mixture's emittance. The adaptation of 
the present approach to a combustion medium with "real" 
properties is straightforward. 

2.3 Integration to Obtain Total Emittance. Based on re
sults generated from sections 2.1 and 2.2, the total emittance 
of a homogeneous gas-particle mixture can be written as 

and N being the particle's number density and r the particle 
radius. Numerical results are presented in Figs. 4(a), 4(b), and 

_1_ 
JT4 r eXb( D ( l - e-ffaL«6.x<a<>M'.*>)dX (8) 
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Table 1 Effect of temperature and number density on particle emit
tance, tp (values in parenthesis are generated ignoring the effect of 
scattering) 

particle radius - 0.1 urn 

ND = 
1 0 ' 2 

1 0 ' 3 

1 0 ' 4 

T . 500 K 

0.00201 
(0.00201) 

0.0201 
(0.0201) 

0.177 
(0.176) 

1000 K 

0.00550 
(0.00548) 

0.0539 
(0.0537) 

0.334 
(0.335) 

1500 K 

0.0109 
(0.0109) 

0.102 
(0.101) 

0.504 
(0.511) 

2000 K 

0.0164 
(0.0163) 

0.146 
(0.145) 

0.618 
(0.639) 

2500 K 

0.0218 
(0.0216) 

0.182 
(0.181) 

0.686 
(0.726) 

3000 K 

0.0263 
(0.0260) 

0.213 
(0.212) 

0.724 
(0.786) 

particle radius - 1.0 um 

ND = 
1 0 ' ° 

1 0 " 

1 0 ' 2 

T - 500 K 

0.0342 
(0.0335) 

0.257 
(0.258) 

0.707 
(0.838) 

1000 K 

0.0354 
(0.0347) 

0.263 
(0.266) 

0.673 
(0.874) 

1500 K 

0.0343 
(0.0335) 

0.258 
(0.262) 

0.663 
(0.887) 

2000 K 

0.0337 
(0.0329) 

0.257 
(0.260) 

0.672 
(0.903) 

2500 K 

0.0336 
(0.0328) 

0.257 
(0.260) 

0.680 
(0.913) 

3000 K 

0.0338 
(0.0330) 

0.259 
(0.262) 

0.687 
(0.920) 

particle radius « 10 u m 

ND = 
108 

109 

1 0 ' ° 

T - 500 K 

0.0325 
(0.0318) 

0.248 
(0.251) 

0.6583 
(0.8773) 

1000 K 

0.0341 
(0.0335) 

0.258 
(0.261) 

0.6759 
(0.8787) 

1500 K 

0.0362 
(0.0355) 

0.271 
(0.273) 

0.6999 
(0.8921) 

2000 K 

0.0386 
(0.0378) 

0.287 
(0.289) 

0.7295 
(0.9144) 

2500 K 

0.0406 
(0.0398) 

0.300 
(0.301) 

0.7511 
(0.9281) 

3000 K 

0.0422 
(0.0413) 

0.310 
(0.310) 

0.7666 
(0.9362) 

with au\ and o>lt\ being the absorption coefficient and scattering 
albedo of the mixture given by 

a,,\ = aPiX + ag^ (9) 

and 

o, .x=i- a';x do) 

Note that the spectral AMBL, Labix, is evaluated based on the 
total absorption coefficient and total scattering albedo for the 
mixture. The subscript X is inserted to emphasize the spectral 
dependence of all optical properties and the AMBL. For math
ematical convenience, the total emittance can be separated into 
a particle emittance, ep, and a particle attenuated gas emittance, 
TPeg, by 

e = ep + Tpeg (11) 

with 

eP = -L\ eu(T)(l-e-aP.^^i'"^'^)dK (12) 

and 

al J n 

(l_e-«g,Mx(«i,w,x))dX (13) 
As in the utilization of conventional mean beam length for 
nonscattering media, AMBL reduces the spectral integration 
to an equivalent one-dimensional integral. 

3 Results and Discussion 
All numerical computations as outlined in sections 2.1, 2.2, 

and 2.3 are straightforward and can be carried out accurately 
and efficiently with little effort. Indeed, all numerical results 
presented in this work are generated either by a personal com
puter or a workstation and they are accurate to within a relative 
error of less than 1 percent. The present approach is thus 
particularly convenient for practical industrial applications. 

Table 2 Particle emittance (in the optically thick limit), £P.:..|S, for a par
t i c le - ! ^ mixture and a particle-C02 mixture at different temperatures 
and particle sizes 

particle radius - 0.1 um 

J. (um) 

2.7 
4.3 
9.4 
10.4 
15.0 

par t ic le-C0 2 mixture 

T . 1000K 

0.466 
0.104 
0.591 
0.516 -
0.00360 

2000K 

0.682 
0.130 
0.683 
0.640 
0.0141 

3000K 

0.775 
0.166 
0.780 
0.752 
0.0311 

par t ic le-N 2 mixture 

0.971 
0.991 
0.997 
0.997 
0.997 

particle radius - 1 um 

\ (um) 

2.7 
4.3 
9.4 
10.4 
15.0 

par t ic le-C0 2 mixture 

T . 1000K 

0.158 
0.0761 
0.539 
0.525 
0.00489 

2000K 

0.264 
0.0953 
0.611 
0.606 
0.0190 

3000K 

0.330 
0.116 
0.664 
0.674 
0.0410 

par t ic le-N 2 mixture 

0.708 
0.730 
0.842 
0.877 
0.942 

particle radius - 10 pm 

\ (lim) 

2.7 
4.3 
9.4 
10.4 
15.0 

par t ic le-C0 2 mixture 

T - 1000K 

0.181 
0.0748 
0.423 
0.377 
0.00665 

2000K 

0.300 
0.0904 
0.468 
0.437 
0.0233 

3000K 

0.372 
0.111 
0.517 
0.492 
0.0458 

part ic le-N2 mixture 

0.760 
0.747 
0.708 
0.700 
0.691 

3.1 Particle Emittance. The effect of temperature, par
ticle radius, and particle number density on the particle emit
tance, ep, is illustrated by numerical data presented in Table 
1. Results generated without consideration of the scattering 
effect are presented with the "exact" numerical results to il
lustrate the importance of the scattering effect. 

For particles with small radius (r = 0.1 fim) for which the 
scattering albedo is small (co<0.1), scattering has no effect on 
the particle emittance. ep increases with temperature because 
the absorption coefficient increases with increasing size pa
rameter (a = 27rr/X) in the small particle size range. As the 
particle size increases, the scattering albedo increases (a>>0 5 
for particle with radius greater than 1 /̂ m) and the "no-scat
tering" results are in significant error when the particle con
centration is large. Except for the lower temperature range, 
scattering also reduces the effect of temperature on ep because 
the variation of the scattering albedo with the size parameter 
is, in general, less than that of the absorption coefficient. 

In the optically thick limit (/)— co with optical properties 
kept constant), the spectral AMBL approaches a finite optically 
thick {aD>5.0) distribution as shown in Fig. 2. Physically, 
scattering reduces the contribution of the particle emission to 
a layer of thickness AMBL. At a given wavelength X, a scat
tering optically thick particle/gas layer thus behaves as a non-
gray emitter with 

ep,oo,x=l-e-aL"*(^) (14) 
and the particle emittance is reduced to less than unity. Since 
the scattering albedo is based on the optical properties of the 
mixture, the presence of an absorbing gas has an important 
effect on the particle emittance. The emittance can also be a 
function of temperature because of the temperature depend
ence of the gas absorption coefficient. As an illustration, ep,oo,x 
for a particle-N2 mixture and that for a particle-C02 mixture 
(with total gas pressure of 1 atm) at the center of the five C02 
absorption bands are tabulated in Table 2. 

3.2 Particle Attenuated Gas Emittance. The effect of 
temperature, particle radius, and particle number density on 
the particle attenuated gas emittance, Tpeg, is illustrated by 
numerical data presented in Table 3. In contrast to its effect 
on the particle emittance, scattering increases the particle at
tenuated gas emittance. Mathematically, the increase in Tpeg is 
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Table 3 Effect of temperature and number density on particle atten
uated gas emittance, r„eg (values in parentheses are generated ignoring 
the effect of scattering) 

ND=0 

1 0 ' 2 

10 1 3 

1 0 ' " 

ND = 0 

1 0 ' ° 

1 0 " 

10 1 2 

N D - 0 

1 0 8 

1 0 9 

10 ' ° 

T . 500 K 

0.164 

0.164 
(0.164) 

0.162 
(0.162) 

0.147 
(0.147) 

500 K 

0.164 

0.161 
(0.161) 

0.141 
(0.141) 

0.0818 
(0.0717) 

500 K 

0.1637 

0.161 
(0.161) 

0.140 
(0.139) 

0.0847 
(0.0678) 

particle radius -

1000 K 

0.189 

0.189 
(0.189) 

0.185 
(0.185) 

0.155 
(0.155) 

1500 K 

0.156 

0.155 
(0.155) 

0.151 
(0.151) 

0,120 
(0.120) 

particle radius • 

1000 K 

0.189 

0.186 
(0.186) 

0.159 
(0.158) 

0.0910 
(0.0718) 

1500 K 

0.156 

0.153 
(0.152) 

0.129 
(0.128) 

0.0705 
(0.0518) 

particle radius -

1000 K 

0.1893 

0.186 
(0.186) 

0.160 
(0.159) 

0.0927 
(0.0715) 

1500 K 

0.1555 

0.153 
(0.152) 

0.129 
(0.128) 

0.0709 
(0.0516) 

0.1 jim 

2000 K 

0.114 

0.114 
(0.114) 

0.111 
(0.110) 

0.0849 
(0.0847 

• 1 u.m 

2000 K 

0.114 

0.112 
(0.112) 

0.0940 
(0.0931) 

0.0487 
(0.0336) 

10 u, m 

2000 K 

0.1143 

0.112 
(0.112) 

0.0939 
(0.0930) 

0.0485 
(0.0334) 

2500 K 

0.0826 

0.0824 
(0.0823) 

0.0797 
(0.0796) 

0.0598 
(0.0595) 

2500 K 

0.0826 

0.0809 
(0.0808) 

0.0674 
(0.0667) 

0.0335 
(0.0219) 

2500 K 

0.0826 

0.0809 
(0.0807) 

0.0674 
(0.0666) 

0.0332 
(0.0216) 

3000 K 

0.0605 

0.0603 
(0.0603) 

0.0582 
(0.0582) 

0.0429 
(0.0427) 

3000 K 

0.0606 

0.0592 
(0.0591) 

0.0490 
(0.0484) 

0.0235 
(0.0147) 

3000 K 

0.0605 

0.0591 
(0.0591) 

0.0489 
(0.0483) 

0.0232 
(0.0145) 

Table 4 Effect of temperature and number density on total 
t, (values in parentheses are generated ignoring the effect of 

emittance, 
scattering) 

ND = 0 

10'2 

10'3 

10'4 

ND=0 

10'° 

1 0 " 

10'2 

ND-0 

108 

109 

10'° 

500 K 

0.164 

0.166 
(0.166) 

0.182 
(0.182) 

0.324 
(0.324) 

500 K 

0.164 

0.196 
(0.195) 

0.398 
(0.398) 

0.788 
(0.910) 

500 K 

0.164 

0.194 
(0.193) 

0.388 
(0.390) 

0.743 
(0.945) 

particle radius . 

1000 K 

0.189 

0.194 
(0.194) 

0.239 
(0.239) 

0.489 
(0.490) 

1500 K 

0.156 

0.166 
(0.166) 

0.253 
(0.252) 

0.624 
(0.631) 

particle radius . 

1000 K 

0.189 

0.221 
(0.221) 

0.422 .-- ' 
(0.424) 

0.764 
(0.946) 

1500 K 

0.156 

0.187 
(0.186) 

0.387 
(0.390) 

0.734 
(0.939) 

particle radius -

1000 K 

0.189 

0.220 
(0.219) 

0.418 
(0.420) 

0.769 
(0.950) 

1500 K 

0.156 

0.189 
(0.188) 

0.400 
(0.402) 

0.771 
(0.944) 

0.1 u.m 

2000 K 

0.114 

0.130 
(0.130) 

0.256 
(0.255) 

0.703 
(0.723) 

. 1 )irn 

2000 K 

0.114 

0.146 
(0.145) 

0.351 
(0.353) 

0.720 
(0.937) 

10 urn 

2000 K 

0.114 

0.151 
(0.150) 

0.381 
(0.382) 

0.778 
(0.948) 

2500 K 

0.0826 

0.104 
(0.104) 

0.262 
(0.261) 

0.746 
(0.785) 

2500 K 

0.0826 

0.115 
(0.114) 

0.325 
(0.327) 

0.713 
(0.935) 

2500 K 

0.0826 

0.122 
(0.121) 

0.368 
(0.368) 

0.784 
(0.950) 

3000 K 

0.0605 

0.0867 
(0.0862) 

0.271 
(0.270) 

0.767 
(0.829) 

3000 K 

0.0605 

0.0930 
(0.0921) 

0.306 
(0.310) 

0.711 
(0.934) 

3000 K 

0.0605 

0.101 
(0.100) 

0.359 
(0.358) 

0.790 
(0.951) 

due to the reduction of AMBL caused by the scattering effect. 
The particle transmissivity, e~aP'xiLab'x''a<-x'"''x), is increased by 
scattering while the gas emission effect, 1 -e~

aS'xL:ib'x(-a''XMt'x\ 
is reduced by scattering. Since the gas emission effect is es
sentially optically thin except near the center of an absorption 
band, the increase in the particle transmissivity dominates and 
leads to a larger value for the particle attenuated gas emittance. 

"t 

1 

0.8 

0.6 

0.4 

0.2 

6 8 10 12 14 16 18 
log (ND) 

Fig. 5 Total emittance of a particle/C02 mixture at 500 K 

Physically, this increase in the particle attenuated gas emittance 
can be attributed to the fact that scattering limits the mixture's 
contribution to the total heat transfer to within a layer of finite 
absorption optical thickness. Since particle absorption is the 
dominant effect, the particle attenuated gas emittance increases 
even though the region of particle emission decreases. 

3.3 Total Emittance. Numerical data for the total emit
tance are presented in Table 4. Since the scattering effect si
multaneously increases the particle attenuated gas emittance 
and decreases the particle emittance, its effect on the total 
emittance varies strongly with the particle size and temperature. 
For moderate and large particle sizes (1 and 10 /xm), scattering 
reduces the optically thick limiting value of the total emittance 
to less than unity. Since the limiting value can be as low as 
0.711 (7vX>= 1012 l /m\ particle radius = 1.0 /xm, T= 1000 K), 
this effect is quite appreciable and should not be ignored in 
practical engineering applications. At the low temperature limit 
(500 K) and high particle concentration (beyond the range 
shown in Table 4), the effect of scattering leads to the unusual 
behavior that the total emittance does not increase monoton-
ically with increasing particle concentration. This behavior is 
illustrated graphically in Fig. 5. 

4 Conclusion 
The absorption mean beam length (AMBL) is demonstrated 

to be an effective concept in generating accurate prediction of 
the emittance of an absorbing, emitting, and scattering par
ticle-gas mixtures. Numerical data for a carbon particle/C02 
slab is presented to provide benchmark solution for this class 
of problem and to demonstrate the effect of scattering on the 
mixture's emittance. 

The effect of scattering is shown to be very important and 
leads to qualitative behavior which differs significantly from 
the traditional no-scattering results. Specifically, the tradi
tional concept that an optically thick particle-gas mixture is 
effectively black is shown to be incorrect. A mixture of large 
carbon particles (r= 1, 10 fjm) has an emittance of less than 
unity in the optically thick limit (large particle number con
centration). At low and moderate temperature, the mixture's 
emittance can become a nonmonotonic function of the particle 
concentration due to the scattering effect. The mixture's emit
tance first increases with particle concentration, becomes a 
maximum at a finite particle number concentration, and then 
decreases toward a lower limiting value. 
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Transient Structure and Radiation 
Properties of Strongly Radiating 
Buoyant Flames 
Measurements of instantaneous temperature and soot volume fractions based on 
absorption and emission in highly buoyant turbulent acetylene/air and propylene/ 
air flames are reported. These measurements are used to predict mean, rms, prob
ability density functions, and power spectral densities of spectral radiation intensities 
along a representative horizontal chord in the flame. The results show the presence 
of large quantities of relatively cold soot in the vicinity of smaller amounts of hot 
soot particles. The resulting inhomogeneity in the temperature of soot in the flame 
leads to negative cross correlations between temperature and soot volume fractions. 
The treatment of such correlations was found necessary for predicting the observed 
probability density functions and the power spectral densities of spectral radiation 
intensities. 

Introduction 
Radiation properties of turbulent pool flames burning acet

ylene and propylene in air have been studied in the past (Siv
athanu, 1990; Sivathanu et al., 1991a). These studies used 
measurements of soot statistics obtained from laser absorption 
in conjunction with a two-level model for soot temperatures 
to predict mean radiation intensities. The approach provided 
reasonable results for propylene/air flames. However, predic
tions of mean radiation intensity for acetylene/air flames re
quired the use of very low temperatures (Sivathanu, 1990). 
The predictions for both acetylene/air and propylene/air flames 
were very sensitive to the choice of the upper temperature level. 
The discrepancies between measurements and predictions were 
between 15 and 100 percent. 

Sivathanu et al. (1991b) measured soot volume fractions in 
acetylene/air jet flames using simultaneous two-line emission 
data (fDe) and one-line absorption data (/„„). A two-line emis
sion temperature (7") was also obtained during the process. 
The fve measurements represent Planck-function weighted av
erages of soot volume fractions over the probe volume. Based 
on the large differences between measurements offve andfva, 
Sivathanu et al. (1991b) concluded that the bulk of soot par
ticles seen by the absorption probe were at relatively low tem
peratures. The measured emission temperatures (T) yielded 
reasonable predictions of spectral intensities leaving the flames 
when used in conjunction with local emissivities based on fve. 
Use of emissivities based on /„„ led to a substantial overpre-
diction of radiation intensities. Furthermore, the cross cor
relations between fm and T were found to be important in the 
determination of the radiation intensity. 

Turbulence radiation interactions (the effect of fluctuations 
in scalar properties on mean radiation intensities recognized 
in several publications: Kabashnikov and Kmit, 1979; 
Grosshandler and Joulain, 1986; Gore and Faeth, 1988) were 
treated differently in the work reported by Sivathanu et al. 
(1991a, 1991b). In the earlier work (Sivathanu et al., 1991a) 
the turbulence properties of soot volume fractions were treated 
by using simultaneous two-point transient absorption meas
urements to account for temporal and spatial correlations. The 
turbulent fluctuations in temperature were not measured si-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
1991; revision received January 1992. Keywords: Combustion, Fire/Flames, 
Radiation Interactions. 

multaneously. A temperature-soot volume fraction state re
lationship model involving two temperature levels was used. 
The level of temperature associated with each soot volume 
fraction measurement was based on an underfire-overfire in-
termittency inferred from a single-line emission intensity. Re
cently, Sivathanu et al. (1991b) have used simultaneous single 
point measurements of emission temperatures (T) and soot 
volume fractions (fve) to obtain improved predictions of ra
diation intensities for diametric paths in acetylene/air jet 
flames. The treatment of turbulence-radiation interactions in
cluded temporal autocorrelations and single point cross-cor
relations between fve and T. 

The objective of the present work was to apply the exper
imental and theoretical methods developed by Sivathanu et al. 
(1991b) to highly buoyant turbulent acetylene/air and pro
pylene/air flames. This application is interesting since these 
flames represent a longer residence time limit for radiative heat 
loss compared to the jet flames studied by Sivathanu et al. 
(1991b). It is also of interest to determine whether the findings 
regarding the large quantities of cold soot and the negative 
cross-correlations between temperatures and soot volume frac
tions apply to pool flames. Finally, Sivathanu et al. (1991b) 
reported measurements and predictions of mean and rms spec
tral radiation intensities, while the present paper includes Prob
ability Density Functions (PDF) and Power Spectral Density 
(PSD), providing a relatively complete description of the tur
bulent fluctuations. 

Single point transient measurements of T, fm, and fve re
solved to approximately 10 mm length were obtained for sev
eral radial positions at a representative axial station above the 
burner. These data were used in conjunction with a bivariate 
simulation to predict the intensity leaving a horizontal dia
metric path at the axial station. Comparison between meas
urements of radiation intensity and the results of the bivariate 
simulation were used to verify the length and time scale res
olution necessary for effective treatment of turbulence/radia
tion interactions. 

Experimental Methods 
The experimental apparatus consisted of a 50-mm-dia gas-

fired burner similar to the one studied by Sivathanu (1990). 
The burner consisted of a 600 mm straight steel pipe with a 
100-mm-long honeycomb section and a 50 mm layer of glass 
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Table 1 Experimental conditions 
Burner diameter = 50 mm 

Fuel 

Acetylene 

Acetylene 

Propylene 

Propylene 

rh (mg/s) 

398 

223 

460 

251 

Rea 

840 

470 

1370 

750 

Fr» 

1.16 

0.48 

0.62 

0.34 

XRC 

59 

58 

45 

46 

Lfd (mm) 

550 

421 

600 

504 

a Reynolds number = U0d0 /v0, based on fuel properties at exit. 

b Froude Number = Vgd / U„ 
c Radiative loss fraction obtained using radial and axial traverses of a wide 

angle radiometer. 

Flame length obtained from a high speed photographs (1000 Hz). 

beads to eliminate swirl and provide uniform velocity profile 
of the fuel stream at the exit. The burner was cooled by cir
culating tap water through copper tubes wrapped on the outside 
of the flame attachment region. The flow conditions are sum
marized in Table 1 and are similar to those of Sivathanu (1990). 
The Froude numbers for the four flames vary between 0.34 
and 1.16, indicating that the flames are buoyancy dominated. 
However, the Froude numbers are an order of magnitude higher 
than typical liquid pool fires. 

Local measurements were completed using the three-line 
absorption-emission probe (absorption at 632 nm and emission 
at 900 nm and 1000 nm) identical to previous studies (Sivathanu 
et al., 199b; Sivathanu and Gore, 1991). The details of the 
measurement system were described earlier so the following 
description is brief. The intensity leaving the probe volume (6 
mm in diameter and 10 mm in length) was collected by a 
nitrogen-purged probe and divided into three parts by two 
beam splitters. The intensities at 900 nm and 1000 nm were 
measured by two calibrated photomultiplier tubes with narrow 
band optical filters (10 nm half band width) in front of them. 
The absorption data were obtained from measurement of the 
intensity of a He-Ne (632.8 nm) laser before and after passing 
through the probe. The data were sampled at 1000 Hz with a 
low pass anti-aliasing analog filter applied at 500 Hz. All meas
urements were performed at an axial location corresponding 
to x/d=6J3 (random selection as a representative location). 
The path integrated measurements were also completed at 2300 
nm to test the effectiveness of the simulation at longer wave
lengths. 

The emission intensity at a wavelength X is given by: 

^Flame Boundary 

Fig. 1 Horizontal radiation path through /lame 

T (l-~exp(-KxfoeL/\))2hc2 

\\sxp(hc/\kT)-\) 
(1) 

where L is the probe length, T is the emission temperature, 
and/„c is the soot volume fraction based on emission. K\ is a 
constant dependent on the refractive indices of soot and taken 
to be 5.33 for A = 900 nm and 5.59 for A =1000 nm (Dalzell 
and Sarofim, 1969). The above values were chosen to be con
sistent with past work, and the use of those given by Tien and 
Lee (1982) did not change the evaluation of temperature be
cause the wavelengths are close together. The above expression 
yields two equations (for the 900 nm and 1000 nm wavelengths), 
which were solved for temperature and emission soot volume 
fractions, fve (Sivathanu et al., 1991b). 

The soot volume fractions based on laser absorption, /„„, 
were obtained from measurement of the laser intensity before 
and after the probe volume at 632 nm, with K\ = 4.93: 

Jve -ln(h/n)\/KxL (2) 

For homogeneous material in the probe volume, the soot 
volume fractions measured using absorption and emission (Eqs. 
(2) and (1)) would be identical. For probe volumes with tem
perature inhomogeneity, the emission data (/„e) are a measure 
of the relatively hot particles while the absorption data (/„„) 
are a measure of all (hot and cold) soot particles. 

Radiation Analysis 
In order to obtain total radiation heat flux incident on any 

point such as the detector shown in Fig. 1, the intensity leaving 
individual radiation paths through the flame must be calcu
lated. To illustrate the present technique a diametric radiation 
path is considered as shown in Fig. 1. 

The radiation path is modeled to consist of TV discrete par
ticipating (absorbing and emitting) segments of different in
dividual lengths (AS/, i=l, N). The calculation of average 
spectral radiation intensity leaving the path requires infor
mation concerning the instantaneous soot volume fractions 

Nomenclature 

c = velocity of light 
d = burner diameter 

Fr = Froude number 
/„„ = soot volume fraction based 

on extinction data 
fve = soot volume fraction based 

on emission data 
cross correlation between f„e 

and T 
h = Planck's constant 

I\ = spectral radiation intensity 
I\ = laser intensity before enter

ing probe volume 
I\e = spectral intensity emitted by 

a local flame segment 

f 'T' 
Jve l 

IXM = contribution from intensity 
emitted by segment M to 
the intensity leaving the 
flame 

I\> = rms of spectral radiation in
tensity 

K = extinction coefficient 
k = Boltzmann's constant 
L = probe length 
Lf = flame length 
m = mass flow rate 

Re = Reynolds number 
S - distance along radiation 

path 
T = temperature 

x = distance above burner exit 
XR = radiative loss fraction 
AS = length of radiation segment 

A = wavelength 
T = transmission coefficient 

Subscripts 
a = based on an absorption 

measurement 
e = based on an emission meas

urement 
A = wavelength 

Superscripts 
' = rms value with an overbar 
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(following the Rayleigh approximation, Tien and Lee, 1982) 
and temperatures. Although the present measurements provide 
time series records of the quantities for the individual segments, 
simultaneous measurements are not available. To utilize the 
individual time series in lieu of the simultaneous information, 
the lengths of the individual segments should be about the size 
of the local integral scales (Kounalakis et al.,-1989). The choice 
of appropriate scales for luminous flames is known only for 
absorption soot volume fractions (Sivathanu, 1990). 

The intensity leaving the M h segment of the diametric path 
shown in Fig. 1 can be calculated using a discretized form of 
equation of radiative transfer neglecting scattering. 

N N 

h(N) = heWYL TXa(J)+he(2)]J TXa(J) 
J=2 J=i 

N 

+ ...+he{M) J ! rXa(J)+...+he(N) (3) 

Each term in Eq. (3) represents the contribution of an in
dividual segment to the intensity leaving the flame after ac
counting for absorption by the interceding segments. The 
emission intensity of a typical segment M is defined as: 

1600 

/ X , ( M ) = ( 1 - T X , ( M ) ) 
Ihc1 

\\zxp{hc/\kT) -1) 

= ( l - r A e (M)) / x , (M) (4) 

where rXe(M) is the transmittance of segment M defined as: 

rXe(M) = exp( - ^ / r e A 5 ( M ) / X ) (5) 

where fve is the soot volume fraction based on emission data. 
Simultaneous measurements of I\t> and rXe are available for 

each segment, allowing exact treatment of the turbulence ra
diation interactions resulting from T and f„e fluctuations in 
Eqs. (4) and (5). The effective radial resolution of the local 
data is 5 mm at the centerline and linearly improves to 0.5 mm 
at the edge. The gradients near the center at most locations 
are low, allowing sufficient spatial resolution for the transient 
simulations. In Eq. (3), T\a(J) represents the transmittance of 
the segments along the path between the segment M and the 
detector. The contributions to the radiation intensity I\M(N) 
at the detector location due to emission from the individual 
segments are represented by individual terms of Eq. (3): 

hM(N) = IXe(M) n T^(J) (6) 

In order to account for the spatial cross correlation between 
the emission intensity for segment M and the absorption trans
mittance of the remaining segments, simultaneous multipoint 
data are required. Since such measurements are not presently 
available and the techniques to obtain these are not well de
veloped, the present calculations relied on fully uncorrelated 
statistics between I\e(M) and rXo(/) for J=M+ 1 to N. This 
resulted in substantial underprediction of the radiation inten
sity. It was found that the use of negative spatial correlations 
between lXe(M) and T\a(J) was necessary for predicting the 
average path-integrated radiation intensity. This finding sug
gests that the instantaneous flame structure involves presence 
of unobstructed emission from hot soot particles. 

The instantaneous radial measurements of T and fve were 
used in conjunction with Eqs. (3), (4), and (5) to calculate the 
instantaneous intensity. The rXa(J) in Eq. (3) were replaced 
by Txe(/) in order to account for the apparent highly negative 
spatial correlations between I\e(M) and XXa(/). This choice, 
as discussed in the following, provides an effective method of 
treating the effects of turbulence/radiation interactions in lieu 
of complete knowledge of the transient behavior of T,fm, and 
/„„ along the radiation path. 

The resulting time series of the spectral radiation intensity 
incident on the detector was treated as numerical data to obtain 
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Fig. 2 Radial profiles of mean and fluctuating temperatures and soot 
volume fractions for Re = 840 acetylene/air flame at x/d = 6.7 

mean, rms, Probability Density Functions, and Power Spectral 
Densities of spectral radiation intensities. The time series were 
sampled at 1000 Hz and results passed through a fourth-order 
Butterworth digital filter set at 500 Hz similar to the analog 
filter used in the experiments. 

The absolute uncertainties in the soot volume fractions de
pend on the different estimates of refractive indices available 
in the literature. The uncertainties in temperature are domi
nated by discretization errors at low values of measured in
tensity. The uncertainties in temperature were less than 40 K 
for/„ e>0.1 ppm and temperatures greater than 1200 K. The 
uncertainties in absorption soot volume fractions are less than 
10 percent at 10 ppm, increasing approximately to 40 percent 
at 0.01 ppm due to digitization error. The uncertainties in 
emission soot volume fractions are dominated by the uncer
tainties in the measurement of temperatures using Eq. (1). The 
uncertainties in emission soot volume fractions were less than 
25 percent at a temperature of 1400 K and/„ e of 1 ppm. 

Results and Discussion 

Temperatures and Soot Volume Fractions. Figure 2 shows 
the measurements of mean and rms T, fve, fm as well as the 
cross correlation between fve and T as a function of radial 
distance at x/d= 6.7 for the Re = 840 (also implies high Froude 
No. for present conditions) acetylene/air flame. The flame 
height is approximately 10 diameters (Table 1) and the un-
derfire/overfire intermittency at x/d=6.1 is quite low at the 
centerline (approximately 8 percent, Sivathanu, 1990). 

The mean temperature is approximately 1100 K at the cen
terline and decreases toward the edge. The rms value of tem
perature is also highest at the center, typical of positions fairly 
high up in the flame. The intensity of temperature fluctuations 
is significantly higher than in the jet flames. The mean/„e and 
fm are lower than those found in the jet flames (Sivathanu et 
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al., 1991b). The mean fm are lower by up to a factor of 3 
compared to the mean/„0. As discussed before, fve are Planck-
function weighted values of /„„. The difference between these 
two indicates that some of the soot particles seen by the ab
sorption probe are relatively cold and do not contribute to the 
emission intensities. The differences between the /„„ and fve 

are smaller than those observed in jet flames (Sivathanu et al., 
1991b). The reduced differences are partly due to the longer 
residence times of radiative cooling for all soot particles and 
partly due to greater homogeneity of flame structure. The lower 
(than jet) Reynolds number flames are expected to have larger 
local integral scales, which results in greater probe volume 
homogeneity. Similar to the findings in jet flames, the cross 
correlations between the emission soot volume fractions and 
temperature have a relatively constant negative value of around 
0.5. Sivathanu etal. (1991b) have demonstrated the importance 
of T-f„e cross correlations in the prediction of mean intensity. 
The negative sign of the T-fve cross correlations is consistent 
with the analysis of subgrid scale flame structure reported by 
Gore and Jang (1991). 

Figure 3 shows the measurements of mean and rms T, fm, 
fm as well as the cross correlation between fve and T as a 
function of radial distance at x/d=6J for the Re= 1370 pro
pylene/air flame. The results are similar to the acetylene/air 
flames; however, close to the edge of the flame the differences 
between the/,,,, and/„a are much lower. This is due to the lower 
absolute values of soot volume fraction in these flames. It is 
interesting to note that the negative cross correlation is constant 
and has the same value for the propylene/air and acetylene/ 
air flames. This suggests that the negative cross correlation is 
independent of fuel, and whenever the soot volume fraction 
is high, the local temperature is low for all fuels. The results 
for the Re = 470 acetylene/air and Re = 750 propylene/air 
flames leads to similar conclusions and are not shown for 
brevity. 

To highlight further the negative cross correlation between 

soot volume fractions and temperature, the conditional PDF 
of temperature, conditioned on soot volume fraction for the 
Re = 840 acetylene/air flame, is studied. Figure 4 shows the 
PDFs of temperature conditioned on absorption soot volume 
fraction at r/x = 0.0 for three different soot volume fractions. 
These PDFs are in reasonable agreement with measurements 
reported by Sivathanu and Faeth (1990). A wide range of 
temperatures are observed from 1100 K (the lower limit of the 
instrument sensitivity) to approximately 2100 K. The higher 
temperatures are associated with the lower soot volume frac
tions. It is interesting to note that even in the long residence 
time limit, a significant difference in the temperatures of re
gions with high soot loading and those with low soot loading 
exists. This observation supports the flame structure predic
tions of Gore and Jang (1991). PDFs from other radial po
sitions are not very different from those at the centerline since 
the residence times are long for all positions. 

The PDFs of temperature conditioned on emission soot vol
ume fraction are shown in Fig. 5. Similar to the results shown 
in Fig. 4, the lower soot volume fractions are associated with 
the higher temperatures. This is expected since the emission 
data are Planck-function weighted soot volume fractions, and 
the temperature has a negative correlation with soot volume 
fractions as seen in Figs. 2 and 3. 

Radiation Intensities. Five different realizations of the ra
diation terms in Eq. (3) for the Re = 840 acetylene/air flame 
are shown in Fig. 6. These realizations are taken from the 
instantaneous emission intensity data at different radial po
sitions. The path is divided into 25 segments covering a distance 
of 100 mm across the local flame diameter. The detector is 
located beyond S = 100 mm at which point the path is essentially 
transparent. The length of each segment (ASM) is chosen to 
be 4 mm. The solid lines show the emission intensity (/^(M)) 
leaving each of the 25 (7V=25) segments. The dashed lines 
show the portion of I\e{M) that reaches the detector I\M(N). 
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Figure 6 shows that the variations in the properties of the 
radiating path are treated automatically in the present analysis 
due to the use of discrete data from the relevant locations. For 
example, the path at t=3 appears to be approximately 20 
percent longer than those at t=\, 2, and 5. Since the flames 
are axisymmetric in the mean and spatial cross correlations 
are not treated in the present simulation, the realizations shown 
in Fig. 6 are axisymmetric. The I\M(N) calculations (dashed 
lines) show that a large fraction of the radiation intensity 
observed by the detector originates from flame segments lo
cated between 70-100 mm. This is a result of the location of 
the high-temperature flame front and the relatively large op
tical thickness of the flame segments due to large volume frac
tions of soot particles. The differences between Ixe(M) and 
I\M(N) for locations away from the detector (S< 50 mm) show 
that a large fraction of the energy emitted by these segments 
in the direction of the detector is absorbed by other flame 
segments. In fact, approximately 95 percent of the intensity 
emitted by the flame sheet farther from the detector is self-
absorbed by the flame. However, the intensity reaching the 
detector consists of at least 30 percent contribution from lo
cations between S=50 mm and S = 70 mm. Therefore, the 
flame sheet located between S=70 mm and S= 100 mm may 
not be treated as an optically thick layer. Based on a study of 
typical realizations from the other flames and different radia
tion paths, it was found that the observations apply to different 
conditions. The flame sheet of propylene/air flame is even less 
optically thick. 

Table 2 shows a comparison between measurements and 
predictions of mean and rms spectral radiation intensities at 
1000 nm and 2300 nm for the different flame conditions. The 
mean intensities at both the wavelengths are predicted reason
ably well for the various flame conditions showing that the 
essential physics of the problem is captured quite well by the 
simulation. For the Re = 470 acetylene/air, Re = 750 propyl
ene/air, and Re=1370 propylene/air flames, the rms 
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Table 2 Measurements and predictions of /x and l£ 

IX (kW/m2-u.m-str) IJl'/Ia. % 
ruei 

C2H2 

C2H2 

C2H2 

C3H6 

C3H6 

C3H6 

C3H6 

K 

1000 

2300 

1000 

1000 

2300 

1000 

2300 

Ke 

840 

840 

470 

1370 

1370 

750 

750 

Data 

1.76 

5.11 

1.32 

1.86 

4.00 

1.51 

3.11 

Pred 

1.72 

5.46 

1.46 

1.56 

3.94 

1.32 

2.95 

Data 

66 

64 
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54 
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65 

55 

Pred 

45 

54 

57 

49 

40 

61 

58 

intensities are predicted quite well. However, the rms intensities 
are underpredicted by approximately 30 percent for the Re = 840 
acetylene/air flames, which could be due to the uncertainties 
in the temperature and soot volume fraction measurements. 

The probability density functions of the spectral radiation 
intensity for the acetylene/air flames are shown in Fig. 7. The 
simulation reproduces the experimental PDF very well with 
the exception of the spike at very low intensities. This spike 
is probably caused by the spatially correlated radiation block
age and large-scale flame flapping phenomena. Sivathanu 
(1990) observed similar spikes in the PDFs at the lowest in
tensities. However, the spatially correlated model based on 
time series of fm does not predict these spikes well. The spikes 
at the lowest end are smaller than those observed by Sivathanu 
(1990). This could be due to the different levels of flame flap-
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ping in the two laboratories. Highly buoyant flames are hard 
to duplicate exactly and flame flapping is more an effect of 
the local environment (exhaust fan, room size, etc.) than of 
the burner. 

The probability density functions of the spectral radiation 
intensity for the propylene/air flames are shown in Fig. 8. 
Again with the exception of the low-intensity spike, the sim
ulation reproduces the data quite well. 

The Power Spectral Densities of spectral radiation intensity 
for the Re = 840 acetylene/air and Re =1370 propylene/air 
flames are shown in Fig. 9. Similar to previous simulations 
(Sivathanu et al., 1990; Kounalakis et al., 1991), a temporally 
correlated time series reproduces the observed power spectral 
density at low frequencies quite well. The application of the 
digital filter to the simulation results in good agreement with 
the experiment at high frequencies as well. These results show 
that the power spectral densities can be predicted well with a 
temporally correlated and digitally filtered stochastic simula
tion. The simulation for the low Reynolds No. flames shows 
similar agreement with measurements and is not shown for 
brevity. 

Conclusions 
The present work involved an extension of a previous jet 

flame study to highly buoyant turbulent flames including de
tailed statistical properties (PDFs and PSDs) of spectral ra
diation intensities. Specific conclusions that can be drawn from 
the study are: 

1 The large amounts of relatively cold soot observed in 
turbulent jet flames are also found in the highly buoyant flames. 
However, the differences in mean soot volume fractions meas
ured by absorption and emission probes are smaller than those 
in the jet flames. This is due to the longer residence times 
available for the soot particle temperatures to equilibrate and 
the larger spatial scales leading to lower probe volume inho-
mogeneities. 

2 The highly buoyant flames, which are in the long resi
dence time limit, also exhibit a high negative cross correlation 
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Fig. 9 Power Spectral Densities of spectral radiation intensity at 1000 
nm for Re = 840 acetylene/air and Re = 1370 propylene/air flames 

between soot volume fractions and temperatures. Remarkably, 
the value of this cross correlation has been found to be in
dependent of level of buoyancy and type of fuel. 

3 The bivariate stochastic radiation analysis with a digital 
filter applied to the output time series is effective in reproducing 
the mean, rms, probability density function as well as the power 
spectral density of spectral radiation intensity. Spatial corre-
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lation effects require the use of rXe in Eqs. (3) and (6) instead 
of the instantaneous TXff. 

Based on these findings, it is clear that methods of calculating 
radiation from flames in a large range of operating conditions 
must consider the fluctuations in temperature and soot volume 
fractions and their cross correlations. The presence of relatively 
cold and hot soot particles in the. highly buoyant flames 
strengthens the earlier discovery of a unique flame structure 
for strongly radiation flames. 
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Heat Transfer Regimes in 
Microstructures 
Submkron dimensions are the hallmark of integrated electronic circuits, photovoltaic 
cells, sensors, and actuators. The design of these devices requires heat transfer 
analysis. Often it is not known to the designer whether a given microstructure can 
be analyzed using macroscale heat transfer theory, i.e., a method not considering 
the size dependence of a transport property such as thermal conductivity. This study 
develops regime maps showing the boundary between the macroscale and microscale 
heat transfer regimes. The maps relate the geometric dimension separating the two 
regimes to temperature for conduction in solids, to temperature, pressure, and 
Reynolds number for convection in gases, and to the temperature of the emitting 
medium for radiative transfer. The material purity and defect structure strongly 
influence the regime boundaries. Microstructures pertaining to a given technology 
are marked on these maps to determine whether macroscale heat transfer theory is 
applicable. By marking regions on the maps for the expected future development 
of microtechnologies, research needs in microscale heat transfer can be anticipated. 

1 Introduction 
Structures with dimensions between 100 /xm and 50 A can 

be fabricated with modern film deposition and patterning tech
niques. These microstructures are the basis of integrated elec
tronic circuits, photovoltaic cells, sensors, and actuators. The 
analysis of heat transfer in these devices is essential for their 
successful design and fabrication. Often it is not known whether 
heat transfer in microstructures can be analyzed with mac
roscale theories, i.e., methods that do not consider the size 
dependence of a transport property such as thermal conduc
tivity or thermal radiation reflectance. 

If macroscale heat transfer theory is applied to a micro-
structure in a situation for which it is inappropriate, then a 
significant error in the calculated heat transfer rate or tem
perature distribution can result. Such an error can cause the 
device to be designed to perform in a suboptimal manner or 
prevent it from being able to function. In electronic devices, 
microscale effects in a thin layer can inhibit the flow of heat 
from hotspots within the layer, such as the channel of a MOS-
FET in silicon-on-insulator electronics, resulting in peaks of 
temperature of a magnitude greater than those predicted by 
macroscale analysis (Goodson and Flik, 1992). These temper
ature peaks can affect the performance of the device and reduce 
the mean time to failure of an electronic circuit. If the influence 
of the film thickness on the absorptance of an infrared radia
tion detector element is not considered, then the detector sen
sitivity is different from the design value. A pyrometric 
measurement of the substrate temperature during film depo
sition is in error if the emissivity variation with the film thick
ness is neglected, resulting in poor temperature control (Flik 
et al., 1992). The designer of microstructures must have a 
criterion with which to decide whether macroscale heat transfer 
theory can be applied to a given device or whether microscale 
theory must be used. Microscale theory determines the effect 
of the structure dimensions on a transport property by con
sidering the physical mechanism of transport, e.g., electron 
conduction or electromagnetic wave propagation. 

Fundamentals and applications were presented for micro-
scale thermal conduction by Ziman (1960), Devienne (1965), 
and Tien et al. (1969), and for microscale thermal radiation 
by Yeh (1988), Cravalho et al. (1967), Armaly and Tien (1970), 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 
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diation. Associate Technical Editor: L. S. Fletcher. 

and Chen and Tien (1991). Recently, microscale heat transfer 
phenomena have received intensive interest due to the emer
gence of thermal microsensors (Udell et al., 1990) and high-
Tc superconducting films (Flik and Tien, 1990; Goodson and 
Flik, 1991). None of these studies presented the boundary of 
the microscale heat transfer regime for a given transport mech
anism in terms of parameters available to the microstructure 
designer, i.e., the structure dimensions and the operating tem
perature. Hence, based on these works it is not immediately 
possible to decide whether macroscale theory is applicable for 
a microstructure or not. 

The present study develops heat transfer regime maps for 
microstructures relating a geometric length scale to tempera
ture. The boundary between the microscale and macroscale 
regimes is determined as a function of temperature by the 
requirement that the application of macroscale theory yields 
an error in the transport property not exceeding 5 percent. 
Through the mechanistic length scale governing the transport 
process, this functional relation depends on the material prop
erties, i.e., the scattering mechanisms for electron and phonon 
heat conduction in solids, and the electromagnetic dispersion 
relations for thermal radiation absorption. The geometric 
lengthscale is the smallest structure dimension, except for con
duction in rapidly moving gases, where it is given by the bound
ary-layer thickness. Previous regime maps delineating 
boundaries between applicable theories of transport phenom
ena were published for rarified gas dynamics by Tsien (1946) 
and for thermal radiation in packed beds by Tien (1988). Re
cently, Majumdar (1991) illustrated the analogy between mi
croscale conduction in dielectrics and radiative transfer, and 
presented a regime map for diamond films similar to the one 
in the present study. 

The impact of these regime maps is twofold. First, specific 
microdevices can be represented with a region in a regime map, 
showing immediately whether or not a certain transport process 
in a given device can be analyzed with macroscale theory. 
Second, demands for future research in microscale heat trans
fer can be anticipated by marking regions in the regime maps 
that correspond to the expected development of a given mi-
crotechnology. This work does not present new physics in
formation. It relies on known physical foundations of transport 
phenomena. But this knowledge has not been applied to date 
in thermal analysis and design. By providing regime maps, this 
work attempts to aid in the development of microscale thermal 
analysis and experimentation. 
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2 Mechanistic Length Scales 

2.1 Thermal Conduction. Mean Free Path. In solids, 
heat is carried by electrons and lattice waves, whose quanta 
are phonons. In pure metals, the electron contribution is dom
inant. In dielectrics and semiconductors, the phonon contri
bution is dominant. In gases, heat is carried by molecules. 

Kinetic theory yields the thermal conductivity (Rohsenow 
and Choi, 1961): 

k = -CvA. 
3 (1) 

For gas conduction, the specific heat C= C„, is that of the gas 
at constant volume per unit volume, v=v„, is the average mo
lecular velocity, and A = A,„ is the molecular mean free path. 
For thermal conduction in metals, C= Ceis the electron specific 
heat, v=ve is the electron Fermi velocity (Kittel, 1986), and 
A = Ae is the electron mean free path. For conduction in di
electrics and semiconductors, C=CS is the phonon specific 
heat, v-=vs is the average speed of sound, and A = AS is the 
phonon mean free path. The specific heat C to be used in Eq. 
(1) is only that portion of the total specific heat which is due 
to the energy carrier. 

Solids. Figure 1 illustrates that for a thin layer, the im
portance of boundary scattering increases with the ratio A/d, 
where A is the bulk value of the mean free path of the dominant 
carriers of heat, and d is the layer thickness. Scattering on the 
boundaries of the layer reduces the carrier mean free path from 
its bulk value, reducing the thermal conductivity according to 
Eq. (1). For A«d, this reduction may be neglected, but for 
A~d and A>d, the effect of boundary scattering must be 
considered. For this case, the effective thermal conductivity 
even in an isotropic film depends on the direction of energy 
flow. In what follows, the effective thermal conductivity along 
the layer is the absolute value of the ratio of the heat flux to 
the temperature gradient along the layer. The effective thermal 

A < d 

A > d 

Fig. 1 Thermal conduction in a thin layer 

conductivity normal to the layer is the product of the heat flux 
normal to the layer and the layer thickness divided by the 
temperature difference between the top and bottom surfaces 
of the layer. 

Fuchs (1938) and Sondheimer (1952) determined the effect 
of the boundary scattering of electrons on the effective elec
trical conductivity along thin metal films by solving the Boltz-
mann equation. Tien et al. (1969) and Kumar and Vradis (1991) 
showed that this result may be used with little error up to room 
temperature to determine the effective thermal conductivity 
along thin metal films. Majumdar (1991) developed the equa
tion of phonon radiative transfer from the Boltzmann equation 
to determine microscale phonon conduction in dielectrics. This 
equation considers the variation of the phonon free paths about 
the mean free path and the dependence of the phonon mean 
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free path on the phonon frequency. Chen and Tien (1992) 
solved the equation of radiative transfer considering the trans
mission of carriers through the film boundaries to determine 
the effective thermal conductivity normal to and along GaAs 
films in a GaAs-AlGaAs multilayer structure. Because of the 
complexity of solutions to this equation and the uncertainty 
in the frequency dependence of the mean free path, the equa
tion of phonon radiative transfer is not used to determine 
regime boundaries in the present work. 

Flik and Tien (1990), by assuming that all carrier free paths 
are equal to the mean, free path in the absence of boundary 
scattering, obtained approximate closed-form solutions for 
the effective electron or phonon conductivity along or normal 
to a film. The result for conduction along a film agrees 
within 20 percent with that of Fuchs (1938) and Sondheimer 
(1952). For d> A, the analysis of Flik and Tien (1990) yielded 
kfff/k— 1 - A/(3d) for the effective conductivity normal to the 
layer, and ksS[/k= 1 -2A/(iird) for the effective conductivity 
along the layer, where k and A are the isotropic bulk values 
of the conductivity and the mean free path. The use of the 
bulk value of k rather than kM results in an error greater than 
5 percent for d<l A for conduction normal to the layer, and 
for d< 4.5 A for conduction along the layer. These inequalities 
determine the microscale regimes in the present analysis. 

These criteria determine whether the microscale effect in
creases the volume resistance of the film. They do not consider 
the thermal boundary resistance, which can cause the effective 
conductivity normal to multilayer structures to vary with the 
layer thicknesses. If the temperature difference across the in
terface is small and the temperature is below about 30 K, the 
thermal boundary resistance at a dielectric-dielectric or metal-
dielectric interface is governed by the acoustic mismatch be
tween the materials and is inversely proportional to the third 
power of the lower temperature (Swartz and Pohl, 1989). At 
temperatures above 100 K, the boundary resistance is between 
10~7 and 10"8 m2 K W"1 (Swartz and Pohl, 1989). The partial 
transmission of carriers through the boundaries, which is lim
ited by the boundary resistance, is not considered in the present 
analysis. Partial transmission increases the free path of some 
carriers, and can reduce the dimension separating the micro-
scale and macroscale regimes for conduction normal to a film. 
Chen and Tien (1992) showed that if the conduction in the 
bounding media is neglected and carrier transmission through 
the boundaries is diffuse, the effective phonon conductivity 
along a dielectric layer does not depend on the phonon trans
mission coefficients at the boundaries. 

The hyberbolic heat conduction equation considers the finite 
propagation speed of energy and was proposed for use when 
the duration of a thermal disturbance is very small (Joseph 
and Preziosi, 1989, 1990), i.e., in a temporal microscale sit
uation. For conduction in the absence of a heat source, the 
hyperbolic conduction equation is 

where a is the thermal diffusivity and T is the relaxation time. 
The relaxation time is the average time a carrier travels between 
collisions and is given by T = A/V. Majumdar (1991) showed 
that Eq. (2) can be derived from the Boltzmann equation for 
dielectric films only if the film thickness is much larger than 
the phonon mean free path. Equation (2) reduces to the macro-
scale heat conduction equation if the second term on the left 
is much larger than the first term. Order-of-magnitude analysis 
yields the criterion (r/aXAT/At2) « ( l / a ) (A77AO for the mac
roscale regime, where At is the characteristic time scale of 
the heat transfer process and AT is the characteristic temper
ature difference. If for a thin layer of thickness d the char
acteristic time scale At is given by diffusion across the layer, 
then it satisfies d~ (aAt)U2, and the macroscale criterion is 
d2»ar. Using Eq. (1), the thermal diffusivity can be ex

pressed as a = k/C~ vA. Since T = A/V, the final criterion for 
macroscale conduction is d2»A2. If no time scales shorter 
than d2/a are present, then the Fourier equation is valid for 
conduction across a thin film as long as carrier boundary 
scattering is not important. For shorter time scales, or if d is 
of the order of or smaller than A, the Fourier equation is not 
valid. Vedavarz et al. (1991) prepared a regime map for hy
perbolic heat conduction, but their use of Eq. (2) in the regime 
of d2~A2 requires further examination. 

Moving Gases. The case of laminar gas convection from 
a surface with a large radius of curvature and ReL > 1, where 
L is the stream wise dimension, is considered in the present 
analysis. For this case, the microscale regime is governed by 
the ratio of the molecular mean free path to the boundary 
layer thickness, A,„/<5. Tsien (1946) derived a regime map for 
this case, separating the macroscale regime from the slip-flow 
regime by the criterion Am/<5 = 0.01. To obtain a more precise 
criterion in the present analysis, the result of Rohsenow and 
Choi (1961) is used for the average Nusselt number for slip-
flow convection from a flat plate of length L in terms of the 
Mach number, M, the Reynolds number, ReL, and the Prandtl 
number, Pr. In the macroscale limit, this solution approaches 
Nu=1.13 (ReLPr)1/2. For air convection with Pr = 0.72, this 
macroscale approximation exceeds the exact result by more 
than 5 percent for Re/ / 2 /M<55. Tsien (1946) derived the re
lationship L~(ReL/M)A„„ yielding the microscale criterion 
Z,<55 Re2/2A,„, which is used in the present analysis. 

In a gas and a solid, heat transfer is modeled using carriers 
that move independently of one another between scattering 
events. Their interactions are characterized simply by the mean 
free path. In a liquid, transport phenomena cannot be explained 
by such ideal carriers. Cohesive forces between liquid molecules, 
such as van der Waals forces and those due to hydrogen bonds, 
are sufficiently strong to prevent random motion (Moore, 1972). 
Thus, a mechanistic length scale delineating the regime bound
ary for liquids may not be defined in the same way as for gases 
and solids, and further study is necessary for understanding 
microscale convection in liquids. Bankoff (1990) stated that the 
behavior of thin liquid films thinner than 100 nm is influenced 
by van der Waals forces. The flow of liquid in small channels 
has been studied by several groups. Experimental work provided 
conflicting results. Israelachvili (1986) measured the apparent 
viscosity of tetradecane, CH3(CH2)i2CH3, and water flowing 
through a very thin gap. The apparent viscosities of the liquids 
did not depend on the gap size and were within 10 percent of 
their bulk values even for a gap thinner than 5 nm. This result 
is made plausible by classical theories for the viscosity and 
thermal conductivity of liquids (Bird et al., 1960), which are 
based on nearest-neighbor interactions between molecules, re
sulting in a mechanistic lengthscale of the order of the molecular 
size. Pfahler et al. (1991) measured the friction coefficients of 
silicon oil flowing in microchannels. In contrast to the obser
vations of Israelachvili (1986), the apparent viscosities were 
smaller than the bulk viscosity and decreased with decreasing 
channel dimension. The study of liquid convection in micro-
channels is a fruitful field with technical impact. 

2.2 Thermal Radiation. For thermal radiation, there are 
two mechanistic lengthscales, the photon mean free path and 
the wavelength within the medium of propagation. The two 
lengthscales are illustrated in Fig. 2 for a free-standing film. 
For normal incidence, the interference of light in a film is 
governed by the phase difference acquired upon traversing the 
film, 4-wnd/X. The attenuation of the intensity of radiation in 
an absorbing medium is governed by the ratio of the film 
thickness to the photon mean free path, AP = \/(4TTK). 

The present discussion is limited to thin films. Microscale 
criteria for small particles and their agglomerates were reviewed 
by Tien (1988). The regime boundary was represented in terms 
of the particle size and the particle volume fraction. Chen and 
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Fig. 2 Wave interference and attenuation in a thin layer 

Tien (1991) discussed the regimes for thin-film optics and for 
geometric optics using the partial coherence theory. They ob
tained regime boundaries for a nearly monochromatic wave 
without considering dispersion. The finite bandwidth of the 
monochromatic wave produces incoherence and the regime 
boundary was expressed in terms of the product of the phase 
difference and the relative bandwidth of the wave. In the pres
ent study, the microscale regime boundary is determined con
sidering radiation having the Planck energy distribution, and 
the frequency dependence of optical constants is considered. 
The regime maps for thin layers presented here are different 
from those of Chen and Tien (1991) because the current maps 
concern thermal radiation with a large bandwidth. Chen and 
Tien (1991) applied the partial coherence theory only to nearly 
monochromatic fields. However, the partial coherence for
mulation can be applied to thermal radiation with a large 
bandwidth if the film refractive index is independent of wave
length within the bandwidth. 

Nonabsorbing Materials. If the film thickness is much 
larger than the wavelength, the reflectance can be predicted 
correctly by ray tracing. If the film thickness is less than or 
comparable to the wavelength in the film, the interference of 
waves has a measurable influence on the reflectance. The ra
diative transfer of nonabsorbing layers is defined to be mi
croscale if the reflectance predicted by ray tracing differs by 
more than 5 percent from that predicted by accounting for 
interference. The light source is assumed to emit polychromatic 
thermal radiation. The microscale criterion is applied to the 
total normal reflectance for radiation having the spectral dis
tribution of blackbody radiation. 

The normal spectral reflectance of a single nonabsorbing 
layer considering interference, Rf, is given by thin-film optics 
(Yeh, 1988), 

( « 2 - l ) 2 IA-Knd\ 

R,=-
«4 + 6 « 2 + l - ( « 2 - l ) 2 c o s 

/4irnd\ ' 
(3) 

where n is the refractive index. The normal spectral reflectance 
without interference, RN, is (Siegel and Howell, 1981) 

R\i — 
« 2 + l 

(4) 

The total normal reflectance for radiation having the spectral 
distribution of blackbody radiation at temperature T is 

RAeb(\, T)d\ 

A=I or N • (5) RA M,(o<— rjA 

where e6 is the blackbody emissive power. The numerical in

tegration covers the spectral range from \x = 1666.1/T to 
X2= 16666.1/T, which includes 95 percent of the total black-
body energy. As the film thickness is increased, the spacing 
of interference fringes decreases and the difference between 
RN,M and R 1,101 becomes smaller. The boundary between the 
microscale and the macroscale regimes is the film thickness 
for which the relative difference between RNllot and /?/,«,, is 
equal to 5 percent. Equation (4) shows that in the macroscale 
regime, the reflectance does not depend on the film thickness. 
For a given nonabsorbing material, the regime boundary thick
ness is expressed in terms of the temperature of the emitting 
blackbody. 

Absorbing Materials. Absorbing thin-film materials are 
technically important for application in radiation detectors. 
The radiative properties depend on the film thickness if it is 
smaller than the photon mean free path, Ap. The intensity of 
radiation at a depth z normal to the film surface is (Siegel and 
Howell, 1981) 

i\(z)=ii(0)exp 
An 

= /'x(0)exp 
-4TTKZ 

(6) 

where i\ is the directional spectral intensity and K is the ex
tinction coefficient. If the film thickness is greater than the 
photon mean free path, the absorption strongly reduces the 
intensity of the wave reflected at the second interface. If the 
film thickness is much greater than the photon mean free path, 
d»Ap, radiative properties can be obtained considering only 
the air-film interface and do not depend the film thickness, 
i.e., the film acts as a semi-infinite medium. 

The boundary between the microscale and macroscale re
gimes is defined based on the total normal reflectance. The 
normal spectral reflectance, Rh considering interference is given 
by Yeh (1988), 

Ri= 

1 - exp 
4irnd\ 

\+n \-n 
i — = - 7 T = e x P ' 1 -n \+n 

4imd\ 
(7) 

where H is the complex refractive index of the film material. 
The normal spectral reflectance of a semi-infinite medium, RN, 
is 

(n~l)2 + K2 

(8) 

The total normal reflectances, RN.IOI and Rixlot, are calculated 
from Eq. (5). The boundary between the microscale and the 
macroscale regimes is the film thickness for which the relative 
difference between R^.tot and RIttol is equal to 5 percent. 

3 Material Properties 

3.1 Thermal Conduction. Metals. The theory of ther
mal conduction in metals was summarized by Wilson (1953) 
and Ziman (1960). The electron mean free path may be ob
tained from experimental values of the thermal conductivity 
using Eq. (1), the electron specific heat, Ce, and the Fermi 
velocity, ve. The thermal conductivity of metals was given by 
Touloukian et al. (1970). The Fermi velocities of electrons in 
metals are of the order of 106 m s~' and were tabulated by 
Kittel (1986). The volumetric specific heat of electrons, Ce, is 
proportional to temperature, 

Ce = yT, (9) 

The Sommerfeld parameter, 7, was tabulated for metals by 
Kittel (1986) and is of the order of 100 J m~3 K~2. 

The mean free path of electrons in metals is limited by 
scattering on imperfections and phonons. Imperfections in
clude impurity atoms and lattice defects. Matthiessen's rule 
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breaks the inverse electron mean free path , 1/Ae, into com
ponents due to imperfection scattering, 1/Aei,-, and phonon 
scattering, 1/Ae j, 

A„ Ap ; 1 
(10) 

The imperfection-limited mean free path Ae_, is independent 
of temperature, while the phonon-limited mean free path ASiS 

decreases with increasing temperature . At very low tempera
tures, T«d, where d is the Debye temperature , the absence 
of phonon scattering allows Aej to be determined. 

The scattering of electrons on phonons dominates over the 
scattering of electrons on imperfections above a temperature 
near 50 K. When phonon scattering dominates , A e j can be 
determined from thermal conductivity data using Eq. (1). The 
value of A e s may be extrapolated to lower temperatures using 
the formula of Wilson (1953) for electron thermal conduc
tion limited by scattering on phonons . At temperatures below 
a low reference temperature, T<Tr<8/10, this formula may 
be simplified with less than 10 percent error in metals to 
keiS{T)/keiS(Tr)=(Tr/T)2. This result and Eqs. (1) and (9) 
yield the mean free path for T< Tn 

AT) ^ 3 
A,. 
KATr) 

Tr<e/io. (11) 

Dielectrics and Semiconductors. Phonon conduction in 
dielectrics and semiconductors was reviewed by Ziman (1960). 
The phonon mean free path in dielectrics is calculated from 
experimental conductivity data using Eq. (1), the phonon spe
cific heat, Cs, and the average speed of sound in the material, 
vs. The specific heats of dielectrics and semiconductors were 
given by Touloukian and Buyco (1970a, 1970b). 

Phonon conduction in dielectrics is limited by scattering on 
other phonons and on imperfections, which include lattice 
defects and isotopes. In doped semiconductors, the free carriers 
also scatter phonons. Matthiessen's rule yields (Ziman, 1960) 

1 1 1 1 

A T A - + ^ + A V (12) 

where As is the phonon mean free path , ASi,- is the phonon mean 
free path limited by scattering on imperfections, Ass is the 
phonon mean free path limited by scattering on phonons , and 
A j e is the phonon mean free path limited by scattering on free 
carriers in semiconductors. The third term on the right of Eq. 
(12) is zero for dielectrics. 

Below a reference temperature, T< Tr« 8, the phonon mean 
free path limited by scattering on phonons is approximately 

A „ ( 7 " , ) ' 
= exp (13) 

At low temperatures, the phonon mean free path in undoped 
crystals is limited by scattering on isotopes and point imper
fections. When this mechanism is dominant and T<Tr«8, 
the phonon mean free path is well approximated by (Berman 
et al . , 1956) 

AS(T) /TrV 
s ' * (14) 

As(Tr) 

Gases. Rohsenow and Choi (1961) derived an approximate 
expression for the mean free path of a gas molecule, 

A,„ = 
1 

nm-wD2' 
(15) 

where nm is the number density of molecules. The molecular 
diameter D was tabulated for technically important gases by 
Hirschfelder et al. (1954). Values of D include 0.2789 nm for 
neon, 0.3617 nm for air, and 0.4055 nm for xenon. The values 
of D for xenon and neon bound those for the most important 
gases. 
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Regime map for thermal conduction normal to copper films 

If the gas is ideal, the molecular number density is related 
to the pressure, p, and temperature, T, by p = nmkBT, where 
kB = 1.38 x 10"23 J KT1 is the Boltzmann constant. Using Eq. 
(15), the mean free path is 

kBT 

TrD2p 
(16) 

3.2 Thermal Radiation. The optical behavior of mate
rials is governed by the complex refractive index, n + in. In 
doped semiconductors, the imaginary part increases with the 
carrier number density. The optical properties of doped semi
conductors are described by the Drude model (Senitzky and 
Weeks, 1981). The dielectric function is 

(17) 
U(1/T- /O>) ' 

where a is the frequency, wp is the plasma frequency, and em 

is the high-frequency dielectric constant. The plasma frequency 
is wp= (/j^/mjeo)172, where m* is the electron effective mass 
and e0 is the vacuum electrical permittivity. 

The optical properties of the high-temperature supercon
ductor YBa2Cu307.5 vary dramatically with varying oxygen 
content (6.0<7-S<7.0) (Kamaras et al., 1989; Bozovic, 1990). 
The optical properties of YBa2Cu306 are important for the 
thermal analysis of the film deposition process (Flik et al., 
1992). Choi et al. (1991) obtained the optical constants of 
YBa2Cu307.5 films with varying oxygen content by fitting the 
measured reflectance to the Drude-Lorentz model. An 
YBa2Cu307 film has a highly metallic behavior. As the oxygen 
content of the film decreases, the film becomes more trans
parent. 

The optical constants are assumed to be independent of the 
film thickness. When the electron mean free path or the radius 
of an electron-hole pair is comparable to the film thickness, 
then the optical constants depend on the film thickness. The 
present study does not account for the influence of the film 
thickness on n and K. 

4 Regime Maps 

4.1 Thermal Conduction. Figure 3 shows the regimes for 
thermal conduction in annealed, polycrystalline copper. The 
mean free path is given by Eq. (10). Above 30 K, Ae^ is obtained 
using Eqs. (1) and (9) and values of the thermal conductivity 
recommended by Touloukian et al. (1970). Below 30 K, Ae<s is 
obtained using Eq. (11) with Tr=30 K. Based on Eqs. (1) and 
(9) and low-temperature thermal conductivity data from the 
following sources, the imperfection-limited mean free path for 
copper at least 99.999 percent pure by weight is Ae, = 57 /an 
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(White and Tainsh, 1960), for copper containing 0.0013 percent 
oxygen it is Aci=3.2 ftm (Powell et al., 1957), and for copper 
containing 0.056 percent iron it is Ae, = 0.096 /im (White and 
Woods, 1954). Below 30 K, the film thickness denoting the 
microscale regime boundary varies by three orders of magnitude 
depending on the purity. In cryogenic electronics applications, 
the effective thermal conductivity of almost all copper films is 
size dependent, while at room temperature films of thickness 
greater than about 0.1 fim belong to the macroscale regime. 

Figure 4 is a regime map for thermal conduction normal to 
silicon layers. The average speed of sound is 1̂  = 6500 m s - 1 

(McSkimin, 1953) and the values of the pure crystalline thermal 
conductivity are those recommended by Touloukian et al. 
(1970). The mean free path is extrapolated to low temperatures 
for an infinite crystal using Eq. (14) with 7̂  = 25 K. The data 
of Rosenberg (1954) are employed for the thermal conductivity 
of polycrystalline silicon below 100 K. The dashed curve section 
in the left of Fig. 4 indicates that the mean free paths for the 
crystal and polycrystal must approach one another with in
creasing temperature and is not supported by experimental 
data. Slack (1964) gave the thermal conductivity of a boron-
doped silicon crystal from which the dashed curve section on 
the right of Fig. 4 is extrapolated. The dimension bounding 
the microscale regime is highly dependent on the carrier con
centration, and at low temperatures it is reduced by grain 
boundary scattering in a polycrystalline specimen compared 
to a crystal. Silicon microstructures used in the majority of 
room-temperature sensors and actuators do not exhibit a size-
dependent thermal conductivity, in contrast to films in low-
temperature electronic circuits. The doping level determines 
whether a silicon film is in the microscale conduction regime 
at room temperature. 

Regimes for conduction normal to type Ha diamond films 

are shown in Fig. 5. The thermal conductivity was given by 
Bermanetal. (1956) and the average speed of sound, ^=13,500 
m s~\ by McSkimm and Andreatch (1972). Equation (14) 
determines the imperfection-limited mean free path at tem
peratures where boundary scattering was important. The ref
erence temperature is Tr= 100K, which satisfies 7;«0because 
the Debye temperature of diamond is 6= 1880 K. Although 
the primary constituent of diamond is the 12C atom, naturally 
occurring diamond contains 1.1 percent of the isotope 13C. At 
low temperatures, scattering on this isotope limits the thermal 
conductivity of natural diamond. Majumdar (1991) presented 
an algorithm to determine the regime boundary for diamond 
as a function of the fraction of 13C. In Fig. 5, the regime 
boundary for diamond with a 13C content of 1.1 percent cal
culated using his algorithm is shown to be in agreement with 
the regime boundary of the present analysis. 

Anthony et al. (1990) achieved a 13C content of 0.07 percent 
in a synthetic diamond crystal and showed that its thermal 
conductivity at room temperature was 50 percent greater than 
that measured previously for diamond. Based on this result, 
the mean free path of a hypothetical crystal containing no 
isotopes or lattice defects is estimated using Eq. (13) with 
7^=300 K. The microscale regime for this case is shown in 
Fig. 5 and indicates the largest value of d for a given temper
ature at which microscale conduction may ever occur in dia
mond. The regime map shows that it is not possible to achieve 
in thin diamond films in electronic circuits the same high ther
mal conductivities measured in bulk crystals. Because of the 
low coefficient of friction between diamond surfaces, diamond 
films possess great potential for application as bearing ma
terials (Guyer and Koshland, 1990). Figure 5 shows that for 
room-temperature applications, the thermal conductivity of 
bearing films thinner than 3 fim is size dependent. This fact 
can strongly affect the temperature fields existing in such bear
ings due to dissipation. 

Figure 6 concerns thermal conduction along epitaxial films 
of the high-temperature superconductor YBa2Cu307. The or-
thorhombic, nearly tetragonal crystal structure of this material 
results in similar thermal conductivities in the a and b crystal 
axis directions, but a different thermal conductivity in the c 
direction. The films with the best superconducting properties 
are deposited epitaxially with the c axis normal to the film 
surface, such that conduction along the films occurs in the 
a-b plane. Goodson and Flik (1991) determined the contri
bution of each carrier to energy transport and its mean free 
path as functions of temperature. The thinnest high-T^ super
conductor films will exhibit microscale conduction in detectors 
and electronic circuits. Flik and Hijikata (1990) demonstrated 
that thermal conduction in hybrid superconducting-semicon
ducting electronic circuits results in a packing limit. 
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Air convection regimes are shown in Fig. 7. The regime maps 
for other gases can be constructed from the air regime map 
by substituting the mean free path of the particular gas, which 
depends on the molecular diameter. Convective heat transfer 
from individual electronic devices and from hot-film mass-
flow sensors does not follow the continuum theory. Com
mercial airplanes fall well within the continuum regime, in 
contrast to convection from spacecraft re-entering the atmos
phere of the earth. 

4.2 Thermal Radiation. Figure 8 displays the microscale 
regime for reflection from nonabsorbing materials. The film 
thickness is normalized by the wavelength where blackbody 
radiation has the maximum spectral energy for a given tem
perature, Xmax, which is given by Wien's displacement law, 
^maxT= 2897.8 /xm K. The refractive index is assumed to be 
constant over the total spectral range. For materials used for 
windows and filters, generally the refractive index does not 
change strongly within the transparent spectral range. Pure 
silicon has a refractive index close to 3.42 for the whole infrared 
range (Edwards, 1985). ZnS has 2.1 < « < 2 . 4 for 0.5 ixm<X< 
14 /xm and ZnSe has 2.3 =̂ n =̂ 2.7 for 0.55 /xm 5= X < 18 /xm (Li, 
1984). For all materials whose refractive indices vary little with 
wavelength, the generalized regime map of Fig. 8 can be used. 

The boundary between the microscale and macroscale re
gimes can be approximated as fi?Amax = 0.63/«. Since the 
mechanistic lengthscale associated with the wave interference 
is X/47T/2, the film thickness denoting the regime boundary 
decreases as the refractive index increases. As the refractive 
index approaches unity, the reflectance of the film approaches 
zero. In this limit, even a small difference between RN,,OI and 
Ri,iot produces a large relative error and the film thickness that 
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Fig. 9 Regime map for reflection from silicon films 

separates the regimes increases dramatically. In contrast, for 
large n the reflectance is close to unity, and the film must be 
very thin to exhibit a size-dependent reflectance. If the partial 
coherence theory presented by Chen and Tien (1991) is used, 
the regime boundary between partial coherence and incoher
ence is G?/Amax = 0.40/«. The regime boundary is based on the 
mutual coherence function and the relative error between RNi,ot 

and R]<lot is between 10 and 20 percent. This error is larger 
than 5 percent, which is used to determine the regime boundary 
of the present study. The present regime boundary is more 
stringent. 

In pure silicon, the imaginary part of the complex refractive 
index is extremely small in the whole infrared range (Edwards, 
1985). For highly doped silicon, the optical constants are cal
culated from Eq. (17). The high-frequency dielectric constant 
and effective mass were given as e„ = 11.7 and m* = 0.26 me by 
Spitzer and Fan (1957). The plasma frequency and relaxation 
time are (Senitzky and Weeks, 1981), 

-1 m 3 / 2 s w „ i l / 2 

m ) k(ne) , 
(co/co) = ( 5 . 8 7 x l 0 ~ % m 

(l/rco) = [5 .74xlO" 2 3 ^m" ' m3 (fim)"']X neP, 

(18) 

(19) 

where X is the wavelength in a vacuum and p is the d-c electrical 
resistivity. The dependence of the d-c resistivity of doped sil
icon on the carrier density was given by Irvin (1962). The 
refractive index is obtained from the relation n + in = e1/2. 

The regime map for pure and highly doped silicon films is 
shown in Fig. 9. The region below each curve is the microscale 
regime. The temperature denotes that of the blackbody emit
ting the radiation, which is reflected by the room-temperature 
film. When the film temperature differs from room temper
ature, a new regime map must be constructed using the optical 
properties at that temperature. The regime boundary for pure 
silicon is derived from the results of Fig. 8 using n = 3.42. Since 
the highly doped silicon film has a high density of free carriers, 
it shows metallic optical behavior. For highly doped silicon 
films, the boundary of the microscale regime is determined by 
the attenuation criterion. The photon mean free path of doped 
silicon is found to be nearly wavelength independent for wave
lengths up to 30 /xm because the extinction coefficient increases 
proportional to the wavelength. The regime boundary of the 
•doped silicon film is independent of temperature above 
100 K. In photovoltaic infrared detector applications, doped 
silicon films with thicknesses less than 0.3 /xm are in the mi
croscale regime. 

Figure 10 shows the regime map for YBa2Cu307.5 films with 
three different oxygen contents. The oxygen content has a 
similar influence on the reflectance as the doping level of a 
semiconductor. The films with oxygen contents of 7.0 and 6.6 
are highly absorbing and the boundary between the microscale 
and macroscale regimes is determined by the attenuation cri-

672/Vol . 114, AUGUST 1992 Transactions of the AS ME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000 Table 1. Summary of microscale regime criteria 

Fig. 10 
films 

0 100 200 300 400 500 600 700 800 900 1000 

TEMPERATURE, T (K) 

Regime map for reflection from superconducting YBa2Cu307_ 

terion. The YBa2Cu306 film has the optical properties of a 
dielectric material and the boundary of the microscale regime 
is determined by the interference criterion. It is shown in Fig. 
10 that in bolometer applications of YBa2Cu307 and during 
the film deposition process (YBa2Cu306), thin films of this 
superconductor exhibit strong microscale behavior. The emit-
tance change with the growth of the film is a major process 
control problem (Flik et al., 1992). 

5 Concluding Remarks 
The criteria developed for microscale conduction, convec

tion, and radiation are summarized in Table 1. 

5.1 Thermal Conduction. For thermal conduction in sol
ids, the dimension that separates the microscale and macroscale 
regimes is related to the carrier mean free path and depends 
strongly on the purity and microstructure of the solid. The 
present regime maps do not consider the effect of the trans
mission of carriers through interfaces, which was accounted 
for by Chen and Tien (1992) in an analysis of the thermal 
conductivity of multiple quantum wells. 

For gas convection, the streamwise length denoting the mi
croscale regime boundary is linearly related to ~ReW2T/p. No 
simple regime maps may be constructed for liquid convection, 
due to the complexity of the intermolecular and surface forces. 
Investigations of the microscale regime boundary for liquid 
convection are particularly warranted in view of the results of 
Pfahler et al. (1991). 

5.2 Thermal Radiation. Regime maps for thermal radia
tion must consider the entire spectral region of the Planck 
energy distribution and account for the spectral variation of 
optical constants. The microscale regime boundary is deter
mined by two mechanistic length scales: the wavelength in the 
medium for nonabsorbing materials and, in addition, the pho
ton mean free path for absorbing materials. For nonabsorbing 
materials, the regime boundary is d=0.63 Xmax/n if n is in
dependent of wavelength. 

The optical constants n and K of the microstructures are 
assumed to be the same as those of the bulk materials. They 
may change, however, if the size of the microstructures ap
proaches the electron mean free path or the exciton radius. 
Further study is required to determine size effects on optical 
constants. 

5.3 Property Measurements. The present state of re
search in microscale heat transfer displays an imbalance be
tween theoretical and experimental achievements. In the area 
of thermal conduction in solids, several excellent computa
tional studies were presented recently (Majumdar, 1991; Ku-

Thermal Conduction: 
Metal Films 
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(1), (9), (10), (11) 

(1), (12), (13), (14) 

(1), (15), (16) 

(3), (4), (5) 

(6), (7), (8), (17), 
(18), (19) 

mar and Vradis, 1991). But it was not possible to verify these 
predictions experimentally. More experiments on microscale 
heat conduction must be performed. In the area of microscale 
radiation, experiments are needed on the size dependence of 
the optical constants of microstructures, such as multiple quan
tum wells, quantum wires, and quantum dots. 
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Solidification With a Throughflow 
in a Porous Medium 
A steady throughflow in a porous medium is studied in the presence of a solidified 
layer due to cooling of the walls. Under the assumption of a moderately sloped 
melt-solid interface, analytical solutions are obtained for both a flow between parallel 
plates and a circular pipe. Differences and similarities are examined between the 
Darcian andthe Brinkman porousmedia, as well as the effects of various parameters, 
such as the Peclet number, the ratio of diffusivities in the longitudinal and the lateral 
directions, and a parameter indicating the degree of wall cooling and flow heating, 
on thermofluid structure of a flow in porous media accompanied by solidification. 

Introduction 
Flow through a porous medium accompanied by solidifi

cation is studied. There exists a fair amount of literature on 
freezing of liquids in flow between parallel plates or in a tube 
(Zerkle and Sunderland, 1968; Ozisik and Mulligan, 1969; 
Shibani and Ozisik, 1977, and papers cited therein), based on 
a parallel flow assumption. In the present analysis a similar 
method of solution is employed. The most notable difference 
between the present study and the previous studies is the pres
ence of porous matrices as well as a low filter (or superficial) 
velocity in a porous medium. A direct application of solidi
fication in a flow through a porous medium may be found in 
the formation of metal matrix composites by infiltration of 
molten metals into fibrous preforms (Masur et al., 1987; Mor-
tensen et al., 1988). In contrast to the actual metal infiltration 
process, which involves a transient flow of molten metal 
through porous matrices, the present analysis focuses on a 
steady flow of molten metal through a porous medium ac
companied by a solidified layer. At present, both Darcian and 
Brinkman equations are commonly used for the study of po
rous media. A more basic objective of this study is to examine 
quantitatively Darcian and Brinkman approaches to the prob
lem as well as the effects of various thermofluid parameters, 
such as the Peclet number, the Darcy number, and the con
ductivity ratio, on the flow and thermal structures in porous 
media, for the case in which the melt-solid interface must be 
determined as part of the solution. 

Formulation and Method of Solution 
Figure \(a) shows a schematic diagram of a flow between 

parallel plates with an accompanying solidified layer. The space 
between two flat plates with distance 2L is filled with a fluid-
saturated porous medium. The region z' < 0 consists of a fully 
developed flow and is at uniform temperature T0 and velocity 
u0. The region z ' > 0 is characterized by the presence of a 
solidified layer. Under a steady-state condition, temperatures 
of both the liquid-filled porous medium, 7/(0 <y' <,s, z'), and 
the solidified porous medium, Ts(s<y' <L, z') are estab
lished as the solidification front, located at y' = 5 (z'), develops 
downstream. The development of the solidification front takes 
place in the downstream region due to the fact that the tem
perature of the plates is maintained at Tw(Tw<Tt). It may be 
noted that the flow and temperature field develop in both y' 
and z' directions with the plates being extended to infinity in 
the x' direction. 

(a) 

rm r„( < T„ ) 
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Fig. 1 Schematic diagram of (a) flow between parallel plates with so
lidification, (b) flow through a pipe with solidification 

It may be shown from conservation of mass that a slope 
of streamlines in the region z' >0 has the same order of mag
nitude as the slope of the liquid-solid interface, ds/dz'; hence, 
as ds/dz' —0, v' (velocity component in y' direction)—0. 

From the argument above, it follows that the assumption 
of a moderately sloped interface implies that streamlines are 
nearly parallel. Furthermore, in the energy equation for the 
solid phase, the diffusion in the z direction may be neglected 
compared to diffusion in the y direction when the assumption 
of a moderately sloped interface is combined with the as
sumption of a thin solid layer at the entrance region relative 
tb the distance between the two plates. Other major assump
tions employed for the present analysis are as follows: 

1 The flow is steady and incompressible. 
2 The flow through the porous medium is described either 

by Darcy's equation or by the Brinkman equation, ex
cluding such non-Darcian effects as Forchheimer's ac
celeration effect and thermal dispersion. 

3 The fluid is composed of one component and as a result 
the solidification takes place at a single specific temper
ature, Tm. 
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4 Thermal properties are constant and thermal equilibrium 
exists between fluid and porous solid. 

For the Brinkman flow between two plates with a half-depth, 
L, the velocity profile may be given as, 

K\ (dp\ / l - c o s h l y ' V A ^ o " ^ 

where ix0 = jx/fj, with jl = effective viscosity of the porous me
dium (Rudraiah, 1985; Ping Cheng, 1978). 

For the rectangular geometry of Fig. 1(a), nondimensional 
variables are defined as 

Z = z'/L, y=y'/\fsL, A = s/L, u = u'/UQ, 

Ts(y',z')-Tw 

T —T 
T,(y',z')-Tm 

where the reference velocity, w0, is an average filter velocity 
in a Brinkman porous medium between two parallel plates 
with distance 2L. Then the governing equations may be written 

1 -
cosh(ffVAy) 

cosh(aA) 

A | 1 - — tanh(aA) 
<JA 

P e t ( i cosh(°^y)\MiJ20i « ,a2g/ 
V cosh(aA) J dz by2 dz2 

1-VAy 
1-A 

dy 
-'O>=VA) = 

VA 
(l-A)u 

(1) 

(2) 

(3) 

(4) 

where 

$ = -
1 -tanh(oA) 

oA 

\llk>Da 

Equation (1) is continuity. Equation (2) is the energy equa
tion in the fluid-saturated porous medium, while Eq. (3) is a 
solution to the energy equation in the solidified layer (i.e., a 
one-dimensional conduction equation) with Eq. (4) as the equa
tion of the melt-solid interface, A = A(z), describing the heat 
flux continuity. The boundary conditions are 

0,(z = O)=l , (5) 

0/(z— °°) = finite 

0,O> = VA)=O, 

dy 
-'(.y = 0) = 0 

(6) 

(7) 

(8) 

A nondimensional interfacial heat flux, Q, may be given as, 

Q \ 1 
Q / = - Tn — Tm ( l -A)w 

(9) 

Also, a nondimensional pressure gradient, Pz, defined as the 
ratio of the pressure gradient with solidification to that of a 
flow between two flat plates, becomes, 

- tanh(a) 

1 tanh(ffA) 
oA 

(10) 

We now attempt to find a solution to the equations above 
(Chang, 1991). A solution to Eq. (2) is assumed to be 

N o m e n c l a t u r e 

Da = K/L (case I: a flow between 
two flat plates); K/R1 (case II: 
a flow in a pipe); Darcy num
ber 

Dr = thermal diffusivity in r direc
tion 

Dy = thermal diffusivity in y direc
tion 

Dz = thermal diffusivity in z direc
tion 

D = Dz/Dy (case I); Dz/Dr (case II) 
= diffusivity ratio 

H = (3RA 
I0 = modified Bessel function of the 

zeroth order 
/i = modified Bessel function of the 

first order 
kr = thermal conductivity in r direc

tion 
ks = thermal conductivity of solidi

fied layer 
ky = thermal conductivity in y direc

tion 
k = ky/ks (case I); kr/ks (case II) 
K = permeability of porous medium 
L = half depth between two parallel 

plates 

Pe 

Pz 

Q 

r' 
r 

R 
s 

T, 

Tm 

T0 

Ts 

T 
1 w 

AT 
« 0 
u' 

= UoL/Dy (case I); UoR/Dr (case 
II) = Peclet number 

= nondimensional pressure gra
dient 

= nondimensional heat flux at 
liquid-solid interface 

= dimensional coordinate 
= r' /s = nondimensional coordi

nate 
= radius of pipe 
= half-depth of solidification 

front for region z' > 0 
= temperature of fluid-saturated 

porous medium 
= solidification temperature of 

porous medium at interfacial 
location, A = A(z') 

= uniform temperature of porous 
medium for region z ' < 0 

= temperature of solidified po
rous medium for region z' > 0 

= temperature of top and bottom 
plates 

= TQ — Tm/Tm — Ty, 
= characteristic velocity 
= u' (z'): horizontal dimensional 

velocity in z' direction 

u 

y' 
y 

z' 
z 

A 

P 
fiR 

e. 

es 

M 

fi 

Mo 
a 

$ 

CO 

= u'/u0: horizontal nondimen
sional velocity in z direction 

= dimensional coordinate 
= y'/\fsL: nondimensional coor

dinate 
= dimensional coordinate 
= z'/L (case I); z'/R (case II) = 

nondimensional coordinate 
= A(z) =s/L (case I), s/R (case 

II) = interfacial location for 
region z' > 0 

= 1/Vw^ 
= 1/V^oDa 

= T,-Tm/T0-Tm: nondimen
sional temperature for flow in 
porous medium 

= Ts - TJTm - T„: nondimen
sional temperature for solidi
fied region 

= fluid viscosity 
= effective viscosity of porous 

medium 

= 1/V^oDa 
= 1/(1 - 1/ffS-tanh(ff5)) (case I); 

I0(H)/I2(H) (case II) 

= RAT 
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&i=^]AJ„(y)exp(-\nz) 

/„&)= ^]anjCOS 

y=o 

1, \ w 
2+Jm 

(11) 

(12) 

The eigenvalues, X„, and the corresponding eigenvectors, 
a„j, will be determined by the Galerkin method. It should be 
mentioned here that this form of trial function, based on the 
Darcian (uniform flow) solution, satisfies the boundary con
ditions, Eqs. (6), (7), and (8). Weighted residuals of Eq. (2), 
upon an application of the Galerkin method, are set to zero 
to yield, 

V \ V A . 
Sa«. 
y=o 

where 

(fiAXJi-
2+J 

+ Pe*A„ 
VA 

2 

a • tanh(oA) 
RI 

for ! = 0, 1, 2, 

1 

M - l (13) 

1 

a = a\fK, T>= (/+y*+l)ir/VA, c= (i-j)Tr/\J~K. 

An (MxM) determinant, constructed from the coefficients 
of anj in Eq. (13), is set to zero to find the eigenvalues, X„ 
(n = 1, 2, • • •, N) as well as the corresponding eigenvectors, 
a„j C/ '=l , 2, M). As may be seen from Eq. (13), the 
elements of the determinant are either quadratic or linear with 
respect to X„; hence, the eigenvalues and the eigenvectors must 
be obtained one by one numerically. 

As a next step, the coefficients, A„, in Eq. (11) are sought. 
It was confirmed numerically that the same number of (positive 
real) eigenvalues, N, exists as the size of the determinant, M. 
Therefore, the coefficients, A„, may be obtained from the 
boundary condition, Eq. (5), which yields, 

J]A„ani = (-iy 
(1 + 2r)ir 

for i = 0, 1, 2, ••-, A f - 1 . (14) 

It should be noted that «„, in the equation above should be 
those evaluated at A= 1. Finally, the location of the interface 
is determined from the equation of the interface, Eq. (4). 

The formulation and the solution outline are described briefly 
for the corresponding problem in the cylindrical geometry de
picted in Fig. 1(b) (Banerjee, 1991). For the Brinkman flow 
in a pipe of radius R, an average filter velocity, ua, is; 

M _ / K\ (dA d 27,(gi?) \ 

where Zj and I0 are the modified Bessel functions of the first 
and zeroth order, respectively. 

Governing equations and boundary conditions, correspond
ing to Eqs. (l)-(8) of the rectangular geometry, are 

li\dz'L\2 0RIoW)j 

M&\ A2 h(PRA) \ 
PRAI0(PRA)J 

Pe*l 1 
/ I0WRAr)\d6, 
1 I0WRA))dz rdr 

1 B( M\ ~ 2d% 

1 + 
Inr 

In A' 

(1A) 

(2A) 

(3A) 

ddi 

dr eolnA 

0,U = O)=1, 

9;(z-* oo) = finite 

9/(r=l) = 0, 

3d, 
- ' ( r = 0 ) = 0. 

(4A) 

(5A) 

(6A) 

(7A) 

(8A) 

It should be mentioned here that the nondimensional radial 
coordinate, r, is defined with the radius of solidification front, 
s, as the reference length. The interfacial heat flux, Q, and the 
pressure gradient, Pz, in nondimensional form may also be 
defined in a manner similar to the case of the rectangular 
geometry as shown below: 

Q = -
l 

P, = -

Al\\ 

uAlnA 

21 APR) 

lh(H) 

'HI0(H) 

(9A) 

(10A) 

A solution for the temperature, Qi, is assumed to have the 
following form: 

0,= T,Aj J]a„j(l-r2n) exp(-Xjz) 

Eigenvalues, X„(> 0) as well as the corresponding eigenvectors, 
a„j (n = 1, • • •, N), are sought by applying the Galerkinxrnethod 
to the eigenvalue problem obtained from the energy equation, 
Eq. (2A); while the coefficients, Aj (j= 1, • • •, k), are deter
mined from the boundary condition, Eq. (5A), through the 
application of the least-square collocation method (Forsythe 
et al., 1977). (See Banerjee, 1991, for details of the method 
of solution.) 

Finally, for the case of Darcian porous media, a uniform 
cross-sectional velocity profile permits us to obtain exact so
lutions for both the rectangular and the cylindrical geometries. 
A summary of the solutions are provided in the appendix for 
comparison. 

Results and Discussion 
A solution for the Darcian (Brinkman) flow depends on the 

following nondimensional parameters: 

Pe = UoL/Dy, D = DZ/Dy, co= (ky/ks){T0-Tm)/(Tm-T„), 

and a for the Cartesian case (or (3i? for the cylindrical case). 
Using u0~ 1(T3 to 10"2 [m/s], L~ 1(T2 to 10"' [m], Dy~ 10 - 4 

to 10~6 [m2/s] as typical values for infiltration of molten metals 
into porous matrices, the range of the Peclet number is esti
mated to be l < P e < 1 0 0 . The magnitude of the diffusivity 
ratio, D, indicates the diffusivity difference due to a hetero
geneous porous structure; while the value of w indicates the 
degree to which either the incoming flow temperature T0 is 
raised above Tm or the wall temperature is lowered below Tm. 
The effective viscosity, p,, is associated with the diffusion term 
in conservation of momentum, originally proposed by Brink-
man to account for the viscous effect in high-porosity porous 
media. Although the value of jx varies with porosity, 
li0 = ii/ix is of the order of unity (Durlofsky and Brady, 1987; 
Ping Cheng, 1978; Lundgren, 1972). Therefore, roughly speak-
ing, the parameter, a (or PR), is inversely proportional to 
VDa, with a (or @R) = 10 corresponding to a highly permeable 
porous medium. 

As may be seen from Fig. 1 as well as from the formulation, 
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Fig. 2 Typical temperature profiles, 0, (solid curves) for the Cartesian 
case and 0, (broken curves) for the cylindrical case, across a half depth 
(Brinkman flow): Pe = 100, 6 = 1, w = 100, a = 10 for A = 0.98 (curve 4), 0.94, 
0.90, and 0.70 (curve 1); note that each curve ends at y = \/A, where 0, 
(or0,) = O 

140 

Fig. 3 A and Pz profiles for Brinkman flow with Pe = 1 (Cartesian case) 
showing a comparison between the cases, «= 100_(~ Darcian flow) and 
ff= 10: (a) A profiles, (b) Pz profiles; curves 1-6 for(D, w, <J) = ( 1 , 100,100), 
(1, 100, 10), (1, 1000, 100), (1, 1000, 10), (10, 100, 100), (10, 100, 10), re
spectively 

the point (y= 1, z = 0) is a singular point. The velocity is very 
low as the Peclet number ranges from — 1 to ~ 100. Also, the 
computation is performed for the range of A in which the 
interfacial slope, dA/dz, is smaller than 0.1 to satisfy the as
sumption of a moderately sloped interface. 

Based on these considerations, the results to be discussed 
cover the following range for various parameters: 

P e = l , 10, 100 

£ = 0.1, 1, 10 

co =10 , 100, 1000 

10<cr<100 

~ 0 . 6 < A < 1 . 0 f o r Pe=10and 100 

~ 0 . 8 < A < 1 . 0 f o r P e = l 

Because of the double series expansion of the solution, the 
convergence of series solution was achieved at a relatively low 
order of approximation. We found that solutions with N (the 
number of terms in the series expansion) = 7 in the Galerkin 
approximation yielded results with a sufficient accuracy for 
both the rectangular and the cylindrical cases. (Although Nis 
increased to as high as 10 in selected cases to check convergence, 
the difference from the corresponding solution with N= 7 is 
found to be much less than 0.5 percent in terms of the inter
facial location, A = A(z).) The eigenvalues, starting from the 
lowest mode, converge to their limiting values as the order of 
approximation is increased. It should also be mentioned here 
that the eigenvalues take quite different values, depending on 
the magnitude of nondimensional parameters as well as the 
solidified layer thickness. In Fig. 2, typical solutions to the 
Brinkman flow are plotted, showing a gradual decrease of the 
temperature of the flow (0/(y, z) for the rectangular geometry 
and 6r(r, z) for the cylindrical geometry) downstream as well 
as their cross-sectional variations. 

Figures 3, 4, and 5 represent the solutions to the Brinkman 
flow for Pe= 1, 10, and 100, respectively. Common to both 
the Darcian and the Brinkman flows, the following observa
tions may be made: (1) As the Peclet number increases, the 
growth rate of the solidified layer decreases downstream. (2) 
The nondimensional parameter, co, is the second influential 
factor, the magnitude of which significantly affects the flow 
with a solidified layer. (3) For a low Peclet number flow (Pe= 1), 
shown in Fig. 3, the magnitude of D has a significant effect 
on the thermo-fluid structure, implying the importance of a 
difference in conductivity in the axial and the cross-sectional 
directions, caused by a heterogeneous structure of a porous 

1.40 

1.20 

1.00 

0.80 

0.60 

l b - A 
2V^v 

2aV^ 
l a \ 

, 4 _ \ 1 1 f— 

/ ^ 3 b 
Ah 

N-4a 

5 b ^ -

^ 6 b -^ 

~^6a 

r5a >. 

10 12 14 16 

Fig. 4 A and Pz profiles for Brinkman flow with Pe = 10 (Cartesian case): 
(a) A profiles, (6) profiles; curves 1-6 for (D, u>, <r) = (1,10,100), (1,10,10), 
(10, 10, 100), (10, 10, 10), (1, 100, 100), (1, 100, 10), respectively 

1.20 

Fig. 5 A and P2 profiles for Brinkman flow with Pe = 100 (Cartesian 
case): (a) A profiles, (6) profiles; curves 1-6 for (0, u, o) = (1, 10, 100), (1, 
10, 10), (10, 10, 100), (10, 10, 10), (1, 100, 100), (1, 100, 10), respectively 

medium. However, when the Peclet number is increased to 100 
(shown in Fig. 5), a change in D from 1 to 10 shows very little 
effect on the flow in the presence of a solidified layer, indicating 
that the convective effect dominates over that of D. 
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A solution to the Brinkman equation is expected to converge 
to a solution to the corresponding Darcy's law as the porosity 
of the porous medium (or permeability) is reduced. For a study 
of natural convection in porous media, there are theoretical 
and numerical results that support the convergence (Ping 
Cheng, 1978). When comparisons are made between the Brink-
man solution and the Darcian solution of the present problem, 
it is confirmed that the Brinkman solution converges to the 
corresponding Darcian solution as Da—0. The difference is 
less than 1.5 percent for the Cartesian case (and less than 3.5 
percent for the cylindrical case) when the location of the melt-
solid interface, A(z), is compared between the Darcian so
lution and the Brinkman solution with a= 100 for the Cartesian 
case (/?/? = 100 for the cylindrical case). 

It should be noted that, in discussing differences and sim
ilarities between the Darcian and the Brinkman cases, the char
acteristic velocity, w0, is defined as the average filter velocity 
of the flow for both the Darcian and the Brinkman cases. This 
means that for a fixed value of Pe, comparisons are made 
between the two cases under the condition of an identical flow 
rate. As a decrease below 100 with o~ = 10 representing a highly 
permeable porous structure, the Brinkman solution starts to 
deviate from the corresponding Darcian solution; however, 
roughly speaking, a has a secondary influence, compared to 
Pe and co, over the thermofluid structure of a flow through 
porous medium with a solidified layer (see Figs. 3, 4, and 5). 
A more careful examination of results shows that for a low 
Peclet number flow, a decrease of a from 100 may cause small 
corrections to the corresponding Darcian solution for a given 
set of values for D and w, and that as the Peclet number 
increases above 1, the effects of a on flow and thermal struc
tures become increasingly important. 

Figure 6 shows the profile of A and Pz for the Brinkman 
flow in the cylindrical case with Pe = 1. Compared to the cor
responding Cartesian case depicted in Fig. 3, the solidified 
layer develops much earlier due to the geometry in the cylin
drical case being completely bounded by the cold wall, which 
results in a temperature profile variation quite different from 
that of the Cartesian case, as shown in Fig. 2. Qualitative 
conclusions, similar to those observed from the Cartesian case 
may be drawn for the cylindrical case as well (see Banerjee, 
1991 for details). 

Conclusions 
A steady flow through a porous medium with solidification 

is analyzed for both flow between parallel plates (Cartesian 
case) and flow through a pipe (cylindricalcase). Although the 
assumptions of steady state and of a moderately sloped inter
face limit the range of study, the results will provide a useful 
set of criteria to understand the effects of various thermal and 
hydrodynamic parameters on the flow through porous media 
accompanied by solidifed layer. Specific conclusions are: 

1 Generally, if a(/l/?) > 100, the Darcian solution may be 
used to predict interactions between the flow and the solidified 
layer, since the Brinkman solution in this range is practically 
identical to the corresponding Darcian solution. 

2 For P e ~ 1, u and A both being related to the conduction 
mode of heat transfer, are the dominant parameters. The mag
nitude of D has a particularly significant effect on thermofluid 
structure. 

3 For Pe~10, w remains an important parameter with D 
and o(fSR) providing small corrections to the Darcian solution. 

4 For Pe - 100, the effect of D diminishes considerably while 
magnitudes of both co and o((3R) must be taken into consid
eration for an accurate description of the solidification prob
lem under the presence of a throughflow. 

5 The quantitative differences between solutions in the 
Cartesian and the cylindrical case, such as the earlier devel
opment of solidified layer for the cylindrical case, are due 
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Fig. 6 A and Pt profiles for Brinkman flow with Pe = 1 (cylindrical case) 
showing a comparison between the cases, /3fl = 100 ( - Darcian flow) and 
0fl = 10: a) A profiles, (b) profiles; curves 1-6 for (D, a, jSfl) = (1,100,100), 
(1, 100, 10), (1, 1000, 100), (1, 1000, 10), (10, 100, 100), (10, 100, 10), re
spectively 

primarily to its geometry being completely bounded by the 
cold wall, resulting in a temperature profile quite different 
from that of the Cartesian case. 
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A P P E N D I X 

A Summary of Solutions for the Case of Darcian Porous 
Media 

I Flow Between Two Flat Plates 

(Temperature profile in a fluid-saturated porous medium) 

g ; = E ( - l ) " . i cos(-JKy)exp(-anz) 
n = 0 ^ ' 

„ (1 + 2H)2TT2 Pe / , / , 4DA „ \ 
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(Location of the interface) 
oo 

]>]exp(-a„z) : 
2(l-A)co 

(Pressure gradient) 

P* = A 

The Peclet number is defined in terms of u0= {K/fx) ( -dp/ 
dz')u as the Darcian uniform flow velocity in a porous me
dium with permeability, K, between two flat plates. 

II Flow in a Pipe 
(Temperature profile in a fluid-saturated porous medium) 

Pe 
/ , ( W = o i a , = ^ 

c„= 

- 1 + 

2 
PnMPn) 

1 + 
4DA2& 1/21 

Pe2 

(Location of the interface) 
OO 

2 e x p ( - a „ z ) = 
. n = 1 

(Pressure gradient) 

1 
2colnA 

e,= ^C„J0(j3nr)exp(- a„z) 

Pr = -

It should also be noted that the equations for the nondi-
mensional heat flux, Q, are the same for both case I and II 
as the corresponding cases of the Brinkman porous media. 
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Freezing and Thawing Heat 
Transfer With Water Flow 
Around Isothermally Cooled 
Cylinders in Staggered and 
Aligned Arrangements 
Ice formation and melting phenomena with water flow around isothermally cooled 
cylinders arranged in staggered and aligned manners, respectively, are examined. 
Experiments are performed for transient freezing and melting processes as well as 
for steady-state conditions. Analytical models are also introduced to examine heat 
transfer characteristics of the transient processes. It is found that the melting is twice 
as fast as the freezing for both the staggered and aligned arrangements. Experimental 
correlations for ice storage efficiency as well as for the icefilling-up rate are proposed. 
It is shown that the icefilling-up rate is strongly affected by the Reynolds number, 
cooling temperature, and cylinder pitch perpendicular to water flow. 

1 Introduction 
Ice formation or melting around cooled cylinders in a water 

flow is a basic engineering problem. It introduces many prac
tical applications such as water-cooled heat exchangers in re
frigeration systems and low-temperature storage systems 
utilizing the latent heat of phase change of ice. In these cases, 
the transient and steady-state heat transfer characteristics are 
important, and the problems must be examined as ice for
mation or melting process around tube bundles in a convective 
water flow. However, very few such studies have been reported 
so far (Torikoshi et al., 1990). 

In the previous studies by Hirata and Matsui (1989, 1990), 
the ice formation phenomena and heat transfer with water 
flow around isothermally cooled cylinders arranged in a single 
line were studied. It was found that under certain conditions 
the cylinders are linked by ice layers and the heat transfer 
characteristics on the surface of the linked ice layers are com
pletely different from those of the ice layer around a single 
cylinder. The parameters that describe the onset conditions for 
the linked ice layers, the ice storage efficiency, and the volume 
of ice growth in a steady-state condition, respectively, were 
also proposed in the previous studies. 

On the other hand for the ice-formation process around a 
bundle of cooled cylinders in a water flow, few studies have 
been reported. Okada et al. (1987) examined the heat transfer 
on the ice layers around staggered cooled cylinders. They sug
gested that the heat transfer coefficients on the ice layers are 
almost the same as those for staggered cylinders without ice. 

In the present study, the ice formation and melting phe
nomena in a transient process are examined experimentally for 
staggered as well as for aligned arrangements. The heat transfer 
characteristics in the transient process are studied by intro
ducing simple analytical models for the ice formation and 
melting processes, respectively. The ice storage efficiency and 
the volume of ice growth in a steady-state condition are also 
discussed, where the steady-state condition is defined as stop-
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page of ice formation or melting process resulting from heat 
flow balance at the ice-water interface. 

2 Experiment Apparatus and Procedure 
Figure 1 shows the experimental apparatus consisted of a 

calming section, a test section, a flow meter, a refrigeration 
unit, and two circulation systems of water and a coolant. The 
flow conditions at the inlet of the test section were assumed 
to be a laminar and a uniform velocity profile based on the 
result of visual observations by a dye-injection method. Figure 
2 shows a schematic illustration of the test section. The test 
section had a 150 mmx40 mm cross-sectional area and was 
1000 mm in length. The walls were made of transparent acrylic 
resin plates in order to observe the growth of the ice layer. 
They were installed in the vertical position to minimize the 
effect of the natural convection of water. Isothermally cooled 
cylinders 41 mm in o.d. and 40 mm in length were arranged 
in a staggered or aligned manner and installed in the test sec
tion. For the staggered arrangement, the cylinder pitches per
pendicular and parallel to flow direction were chosen as a = 150 
mm and b = 37.5 mm, respectively. The cylinders were arranged 
in three rows with seven cylinders for each row, as shown in 
Fig. 2. All measurements were done for the cylinders of the 
middle row. The aligned arrangement was provided by relo
cating the middle row cylinders by as much as 37.5 mm in the 
upstream direction. To produce a uniform wall temperature, 
copper was used to fabricate the cylinders. The coolant was 
led directly from a constant temperature bath to each cylinder 
and was circulated at a high velocity inside the cylinders. The 
flow of water in the test section was in the upward vertical 
direction. 
• The wall temperatures of the cooled cylinders, T„, were 
measured by four thermocouples located at the top and 90 deg 
from the top of the third and fifth cylinders, respectively. 
Although a small temperature difference between the two cyl
inders was detected during the initial stage of ice formation, 
the difference became negligible with ice growth. An isothermal 
wall condition was satisfied within an error of 3 percent in 
(T/-Tw). The free-stream water temperature, Tm, was esti
mated from the mean value of the inlet and outlet of the test 
section. The variation of the inlet water temperature due to 
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Calming section 6. 
Test section 
Flow meter 7. 
Water bath 8. 
Coolant bath 
Fig. 1 Schematic illustration of experimental apparatus 

Thermostatically 
controlled heater 
Refrigeration unit 
Pump 

the dynamics of the refrigeration system yielded a maximum 
error of 2 percent in (T„-T/). After a steady-state condition 
was reached, a small amount of dye was injected into the water 
stream to enhance the ice-water interface. To measure the 
thickness of the ice layer, the ice around the cylinders was 
photographed and the coordinates of the ice-water interface 
were measured. An anastigmatic lens (Nikon Micro Nikkor 
200 mm F4S) was used to avoid distortion of the object. 

The flow condition around the rear surface of the seventh 
cylinder was different from the others; therefore, an effective 
length L of the row of cylinders was defined, as shown in Fig. 
2, as L = 470.5 mm. All measurements of ice thickness were 
done in this region. The two dimensionality of heat flow from 
the water to the cylinders was confirmed by the fact that a 

^h rt\ rt\ — u 

Fig. 2 Schematic illustration of test section 

two-dimensional ice layer was produced around the cylinders. 
Although the effect of heat conduction through the acrylic 
resin plates of the test section wall was observed at both ends 
of each cylinder, the region with this effect was considered to 
be negligible as compared to the cylinder length. The effect of 
side walls of the test section on the heat transfer coefficient 
on the ice surface was considered to be negligible, judging 
from the experimental result that the change of local heat 
transfer coefficient along the cylinder row was consistent over 
its length. 

The ice formation test was started by circulating the water 
and the coolant from the constant temperature baths, respec
tively, through the test section. To avoid a supercooling of 
water, small physical impact was given by a hammer to the 
test section for the aid of ice nucleation. The melting test was 
started as follows: After a steady-state ice layer was obtained, 
the circulation of water and coolant was shut off. As soon as 
the temperatures of the constant temperature baths were at 
their predetermined values, the circulation was started again 
for the melting test. Measurements were done both in a tran
sient process and in a steady-state condition. The steady-state 
condition was confirmed by measuring the growth rate of ice 
thickness with slide calipers from the outside of the test section. 
Experimental ranges covered in the present experiment were: 

for the staggered arrangement: 

M„ = 0.014-0.056 m/s, T„ = 0.9-1.4°C 

Red = 700-2810, 6 = 3.00-5.20 

N o m e n c l a t u r e 

a 
a* 
Ai 

A* 
b 

b* 
Cph Cpw 

d 
K 
H 

K 

L = 

L* 

Nu,„ 
Num,L 

Pr 
Qi 

Qw 

q* 
Q* 

cylinder pitch perpendicular to flow direction 
dimensionless parameter = a/d 
volume of ice around a row of cylinders, 
m3/m 
ice filling-up rate defined in Eq. (20) 
cylinder pitch parallel to flow direction 
dimensionless parameter = b/d 
specific heats of ice and water 
diameter of cylinder 
local and mean heat transfer coefficients 
dimensionless parameter defined in Eq. (18) 
effective length of row of cylinders shown in 
Fig. 1 
dimensionless parameter = L/d 
latent heat of fusion 
mean Nusselt number = hmd/\„ 
mean Nusselt number = hmL/\w 

Prandtl number 
amount of heat rate stored by ice, J /m 
amount of heat rate transferred from water 
to ice, W/m 
ice storage efficiency defined in Eq. (17), s 
dimensionless parameter defined in Eq. (4) 

r = radius of ice surface shown in Fig. 8 
r* = dimensionless parameter = r/d 

Rerf = cylinder Reynolds number = ud/uw 

Remax = Reynolds number = ummd/vw 

Re,,, = Reynolds number = u„a/vw 

Ste = Stefan number = Cp,(Tf-Tw)/Lf 

t = time 
Tf, T„, T„ = temperatures of freezing, cylinder wall, and 

water 
u = velocity of water around cylinders without 

ice = Uo,a/(a-2d) 
"max = maximum velocity around cylinders with ice 

shown in Fig. 8 
Moo = free-stream velocity of water upstream of 

cylinders 
mean ice thickness = Aj/(2L) 
dimensionless parameter = hm/d 
dimensionless cooling temperature ratio = 
(Tf-Tw)/(T„-Tf) 
thermal diffusivity of ice 
thermal conductivity ratio of ice to water = 
X/Xw 

Pi = density of ice 
r = dimensionless time defined in Eq. (2) 

K-i 

X* 
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Fig. 4 Change of ice volume in a freezing process

Fig. 3 Ice formation patlern in a .steady·state condition (note: f1~w
direction is from left to right and the actual experiments were done with
the test section vertical): (a) Red= 702,0 = 4.25, (b) Red= 304,0 = 2.74

( d)

(c)

( a)

( b)

Fig. 5 Ice formation pallern in a transient freezing process, Red= 490,
B= 4.00: (8) , = 40 min, (b) , = 100 min, (e) t= 160 min, (d) steady·state
condition

Although there is the abovementioned difference in the ice
shapes between staggered and aligned arrangements, the vol
umes of ice are not significantly different from one another .
Figure 4 shows the mean ice-layer thickness for a row of cyl
inders, A;lL, in a transient freezing process, where Ai is the
volume of ice around a row of cylinder (m3/m). For instance,
in Fig. 4, the experimental data indicated by the symbols ( 0 )

and (+) show the changes of ice volume in a transient freezing
process for the staggered and aligned arrangements, respec
tively. At the beginning of ice formation, the volume of ice
for the aligned arrangement shows a slightly larger value than
that for the staggered one, since the heat transfer around the
cylinders is controlled by that around a bundle of cylinders
without ice. However, for steady state, the volumes of ice for
the both arrangements almost coincide with each other, as
shown in Fig. 4. This implies that the total volume of ice is
not largely affected by the ice-water interface shape, since a
large amount of ice exists between the upstream and down
stream sides of each cylinder. In the following section, there
fore, the discussions will be focused mainly on the staggered
arrangement.

3.2 Ice Formation Phenomena in a Transient Process.
Figure 5 shows the transient freezing process for a smaller
Reynolds number. At t = 40 min, the ice shape is concentric
with the cylinder. At t= 100 min, the ice changes to an elliptic
shape, since the heat transfer coefficient over the ice surface
between the upstream and downstream cylinders decreases due
to stagnation of the flow. At t = 160 min, the cylinders are
linked by the ice layer and the flow pattern between the ice
layers becomes completely different from those of Figs. 5(a)
and 5(b).

Figure 6 shows the result for a larger Reynolds number. At
t = 40 min, the ice has a triangular shape. A similar result was
observed in the previous study of Hirata and Matsui (1990)
for the ice formation around cooled cylinders arranged in a
single line. This means that the triangular shape of the ice layer
is not the typical result for staggered arrangement but is due
to mutual interactions among the ice shape, the flow field, and
the heat transfer around the cylinders. In a steady-state con
dition, a significant change in the ice shape with Reynolds
number was not observed, as can be seen in Figs. 5(d) and
6(d).

In Fig. 4, at the beginning of ice formation, the ice thickness
increases rapidly with time, since the ice formation occurs
around the cylinders independently; after that, a moderate
increase of the ice thickness is observed, which is the typical

l=±o
0.04 l~

E

~
---'

----<!

Aligned Red 8

0.02 + 468 3.71
Staggered

0 490 4.00
f::,. 700 5.17

0.01 0 700 3.00

• 930 3.92
A 1400 4.55

0
0 2 4 5 t, h

for the aligned arrangement:

U oo =0.006-0.052 mis, T oo =0.6-1.9°C

Red=304-2630, 0=2.06-7.71

where Red is a Reynolds number and 0 is a cooling temperature
ratio defined by 0= (TJ-Tw)/(Too-TJ). In the present ex
periment, the case in which the water flow of the test section
is shut off by ice blockage is not the subject.

The uncertainty in 0 is approximately 6 percent for 0= 4.00,
and that in the Reynolds number is approximately 5 percent
for Red=2000. The uncertainty in the volume of ice, Ai, is 3
percent, and those in the mean ice thickness, Om, and the mean
Nusselt numbers, NU m and NUm L, which are calculated from
A;, are the same as that in Ai' '

The local heat transfer coefficient on the ice surface in the
transient process was estimated by using the boundary element
method (Brebbia, 1978) on the assumption of a quasi-steady
state condition. The detailed procedure was explained in the
literature by Hirata and Matsui (1990).

( a)

(b)

3 Experimental Results

3.1 Ice Formation Phenomena for Staggered and Aligned
Arrangements. Figure 3 shows typical results of linked ice
shapes formed in a steady-state condition. The flow direction
is from left to right, and the i(;e layer is shown by gray-color
areas around the cylinders. Figure 3(a) is the result for the
staggered arrangement. In this case the ice-water interface
clearly shows the sinuous shape of a wavelength corresponding
with the cylinder pitch, since the flow between the linked ice
layers meanders due to the staggered arrangement. Figure 3(b)
is the result for the aligned arrangement. In this case the ice
water interface is comparatively flat when compared with that
of Fig. 3(a), since the local ice growth between adjacent rows
of cylinders is suppressed due to the increase of heat transfer
coefficient with increasing water velocity resulting from flow
blockage by ice growth.
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Fig.7 M?"ing pattern in a transient process, Red= 700,8 = 3.00-0.37:
(8) t= 0 min, (b) t= 10 min, (c) t= 60 min, (d) t= 140 min

1 4 t, h

Fig. 8 Change of ice volume in a melling process
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Staggered
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...... • 930 3.92 -I- 0.21-d.~ ... 1400 4.55 -I- 0.13
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0.01

coincides with the melting characteristic in Fig. 7(d). That is,
when the Reynolds number is small, the flow at the upstream
and downstream sides of each cylinder is rather stagnant and
the melting rate of the triangular-shape ice layer decreases. On
the other hand, when the Reynolds number is large, the heat
transfer is augmented by the separated and reattached flows
and the melting rate does not decrease significantly. In the
present melting experiments, 2-8 hours were required to reach
a steady-state condition, which is less than half that needed
for the ice formation experiments. It is recognized that the ice
formation process is controlled mainly by conduction heat
transfer through the ice layer, and the thermal resistance of
the ice layer increases with ice growth, whereas the melting
process is controlled mainly by convective heat transfer over
the ice surface.

In the present melting experiment, the effect of sensible heat
on the melting process was negligible, since the difference of
Stefan numbers before and after the melting was small, e.g.,
0.017 < ASte < 0.033.

· Ice layer i@t+ d-.· w,

~f-@1.•.~ -+
I b' I· I .-f-- . -f-.-
i j

Fig. 9 Cylindrical ice model

( b)

Fig. 6 Ice formation pattern in a lranslent freezing process, Red = 1400,
8= 4.?~: (a) t= 40 min, (b) t= 100 min, (c) t= 310 min, (d) steady-state
condItIon

(c)

( a)

(c)

(d)

(d)

(a)

freezing process controlled by the heat transfer in the separated
and reattached flows around the cylinders. As can be seen in
Fig. 4, this typical freezing process is maintained for a longer
period of time with increasing Red_ It suggests that the ice
growth rate in the freezing process decreases due to larger heat
transfer by the separated and reattached flows. As a result, 9
17 hours were required to obtain a steady-state condition in
the present experiment ranges.

( b)

3.3 Melting Phenomena in a Transient Process. Figure 7
shows the typical result of the melting process, where the initial
ice layer was at steady state for Red=700, 0=3.00, and the
melting was started by changing the temperature of 0= 3.00
to a smaller value of 0= 0.37. At t = 10 min, the ice-water
interface shows almost a flat shape, which suggests that the
melting proceeds uniformly at early stages. At t = 60 min, the
ice layer at the flow passage becomes very thin, and the melting
proceeds to the ice layer at the upstream and downstream sides
of each cylinder. At t = 140 min, the linked ice layer shows a
triangular shape due to separated and reattached flows around
the ice layer. At steady state, a very thin ice layer was formed
around each of the cylinders.

Figure 8 shows the change of mean ice thickness in the
melting process. It is shown that for smaller Red the melting
rate decreases rapidly for about t> 1 hour. This phenomenon

4 Discussions for Transient Process
The ice formation and melting phenomena in the transient

process are closely related to flow conditions around the cyl
inders as described above. The flow conditions depend on
whether or not the cooled cylinders are linked by ice layer. It
is, therefore, difficult to predict the heat transfer coefficient
oil the ice surface in the transient process. In the following
discussions, to give better understanding for the transient char
acteristics, two simple analytical models will be considered for
the early stage of ice formation and for steady state, respec
tively. The former will be referred to as a cylindrical ice model
and the latter, as a flat ice model.

4.1 Cylindrical Ice Model. Okada et aI. (1987) reported
that the volume of ice for an individually formed ice layer for
the staggered arrangement could be estimated from the Nusselt
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coincides with the melting characteristic in Fig. 7(d). That is,
when the Reynolds number is small, the flow at the upstream
and downstream sides of each cylinder is rather stagnant and
the melting rate of the triangular-shape ice layer decreases. On
the other hand, when the Reynolds number is large, the heat
transfer is augmented by the separated and reattached flows
and the melting rate does not decrease significantly. In the
present melting experiments, 2-8 hours were required to reach
a steady-state condition, which is less than half that needed
for the ice formation experiments. It is recognized that the ice
formation process is controlled mainly by conduction heat
transfer through the ice layer, and the thermal resistance of
the ice layer increases with ice growth, whereas the melting
process is controlled mainly by convective heat transfer over
the ice surface.

In the present melting experiment, the effect of sensible heat
on the melting process was negligible, since the difference of
Stefan numbers before and after the melting was small, e.g.,
0.017 < ASte < 0.033.
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freezing process controlled by the heat transfer in the separated
and reattached flows around the cylinders. As can be seen in
Fig. 4, this typical freezing process is maintained for a longer
period of time with increasing Red_ It suggests that the ice
growth rate in the freezing process decreases due to larger heat
transfer by the separated and reattached flows. As a result, 9
17 hours were required to obtain a steady-state condition in
the present experiment ranges.
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3.3 Melting Phenomena in a Transient Process. Figure 7
shows the typical result of the melting process, where the initial
ice layer was at steady state for Red=700, 0=3.00, and the
melting was started by changing the temperature of 0= 3.00
to a smaller value of 0= 0.37. At t = 10 min, the ice-water
interface shows almost a flat shape, which suggests that the
melting proceeds uniformly at early stages. At t = 60 min, the
ice layer at the flow passage becomes very thin, and the melting
proceeds to the ice layer at the upstream and downstream sides
of each cylinder. At t = 140 min, the linked ice layer shows a
triangular shape due to separated and reattached flows around
the ice layer. At steady state, a very thin ice layer was formed
around each of the cylinders.

Figure 8 shows the change of mean ice thickness in the
melting process. It is shown that for smaller Red the melting
rate decreases rapidly for about t> 1 hour. This phenomenon

4 Discussions for Transient Process
The ice formation and melting phenomena in the transient

process are closely related to flow conditions around the cyl
inders as described above. The flow conditions depend on
whether or not the cooled cylinders are linked by ice layer. It
is, therefore, difficult to predict the heat transfer coefficient
oil the ice surface in the transient process. In the following
discussions, to give better understanding for the transient char
acteristics, two simple analytical models will be considered for
the early stage of ice formation and for steady state, respec
tively. The former will be referred to as a cylindrical ice model
and the latter, as a flat ice model.

4.1 Cylindrical Ice Model. Okada et aI. (1987) reported
that the volume of ice for an individually formed ice layer for
the staggered arrangement could be estimated from the Nusselt
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Fig. 10. Flat ice model 

between the neighboring cylinders, wmax. Equation (7) or (8) 
is used to evaluate the value of Hmax, depending on which 
equation gives a larger value. 

2°* ' (7) wmax Ua, , t 2 (a*' + 4b*2)°-5-4r* 

" m a x W™ 
a' 

a*-2r* 
(8) 

The analytical results can be obtained by substituting Eqs. (4)-
(8) into Eq. (3) and by integrating Eq. (3) numerically. 

u - 4 2 . 5 

0 0.1 T 0 0.1 T 0 0.1 T 0 0 .1 T 0 0 .1 0 .2 T 

Fig. 11 Mean ice thickness in a freezing process 

number for staggered tubes without ice (6zi§ik, 1985). Figure 
9 shows the analytical model for the individually formed ice 
layer. It is assumed that (1) the ice layer is concentric with the 
cylinder, (2) the ice formation process is in a quasi-steady-state 
condition, (3) the heat transfer coefficient on the ice surface 
is the same for the all cylinders, and (4) the density of water 
does not change with phase change. Then, the heat balance 
equation at the ice-water interface is given by 

dr , (Tf-T„) 
dt rln(2r/d) 

Dimensionless parameters are defined as 

Tf) (1) 

/ • * = 

Fo = 

d' 
Kjt 

T2' 

Ste = 
CPi{T,-Tw) 

= SteFo, Nu,„ = ^ 
AH, 

Integration of Eq. (1) yields 

r* In 2r* 

1-£)*/•* In 2r* 
-dr* 

(2) 

(3) 

where Q* represents the ratio of convective heat transfer rate 
from the water to the ice surface to conduction heat rate through 
the ice layer, and is given by 

Q* = hm(Tx-Tf) V 
Tf-Tv (4) 

where the mean Nusselt number for staggered tubes, Nu,„, is 
given by Zukauskas as follows (see Ozisik, 1985): 

102<Remax<103: 

Nu,„=1.2 0.3 + 
0.62Re^a

2
xPr1/3 

[l + (0.4/Pr2/3)]1/4 

1 + 
Re, 

282,000 

10 3 <Re m a x <2xl0 5 

Num = 0.35| — Pr° 
Pr 

Pr„ 
Re" 

(5) 

(6) 

where a* and b* are dimensionless cylinder pitches and Remax 

is a Reynolds number defined by the maximum water velocity 

4.2 Flat Ice Model. In the previous paper by the authors 
(Hirata and Matsui, 1990), it was reported that the average 
value of the local Nusselt number for the linked ice layer in a 
steady-state condition showed that same tendency as that for 
a flat plate in a turbulent flow. If it is assumed that the cylinder 
pitch in the flow direction, b*, decreased to its limits, the linked 
cylinders can be considered, from a macroscopic viewpoint, 
as cooled flat plates arranged in lines. Then, the simple ana
lytical model shown in Fig. 10 can be drawn. The ice layer 
thickness and the heat transfer coefficient on the ice surface 
will be defined by mean values in the region of effective length 
of cylinder row, x=0-L. If it is assumed that (a) the density 
of water does not change with phase change and (b) the ice 
formation process is in a quasi-steady-state condition, the heat 
balance equation at the ice-water interface is given by 

T d5'" \ In --hm(Ta>-Tf) (9) 
dt - 8... 

Substitution of <5„* = 8,„/d into Eq. (9) and integration of the 
resulting equation with the boundary condition of 8,*, = 0 at 
r = 0 yields 

[Q*5*, + m( l -Q*5*) ] 
•>*2 (10) 

where Q* = Nu,„/A*0. To calculate the analytical values of the 
mean ice thickness, 8%, the experimental values of Nu,„ in a 
steady-state condition are used. They are Nu,„ = 29.7 for 
Rerf=490, 0 = 4.00; Num = 41.1 for Red = 700, 0 = 5.17; 
Nu,„ = 26.4 for Red=700, 0 = 3.00; Num = 35.6 for Red=930, 
0 = 3.92 and Nu„, = 42.5 for Rerf= 1400, 0 = 4.55, as shown in 
Fig. 11. 

The flat ice model can also be applicable for the initial stage 
of melting process. Integration of Eq. (9) with the boundary 
condition of 5„* = 5% at r = 0 yields 

Q*(8S-8?„)-ln[(\-Q*8*m)/(\~Q*&*0)] 
(11) 

The values of Nu,„ for the melting process are estimated from 
the experimental values shown in Fig. 11 and are assumed 
constant during melting. The sensible heat of ice can be ne
glected as compared to the latent heat of melting. 

4.3 Discussions. Figure 11 shows the experimental and 
analytical results of dimensionless mean ice thickness, 5„*, for 
the ice formation process. The dashed lines show the results 
for the cylindrical ice model and the solid lines, the results for 
the flat ice model. It is shown that the increasing rate of 5,*, 
is affected by the Reynolds number. For the smaller Reynolds 
numbers, the experimental data are close to the results obtained 
by the flat ice model. On the other hand, for the larger Reynolds 
numbers, the experimental data lie between the analytical val
ues of the two models at the initial stage of ice formation, and 
approach the values by the flat ice model as ice is developed. 
The difference in these ice formation processes with Reynolds 
number results from change in the heat transfer characteristics 
on the ice surface. 

In Fig. 12, the change of average Nusselt number with ice 
growth is shown, where the arrows show the time when the 

Journal of Heat Transfer AUGUST 1992, Vol. 114/685 

The analytical results can be obtained by substituting Eqs. (4)
(8) into Eq. (3) and by integrating Eq. (3) numerically.
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(8)a*
Urnax = U oo a* _2r*

between the neighboring cylinders, Urnax ' Equation (7) or (8)
is used to evaluate the value of Urnax ' depending on which
equation gives a larger value.
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Fig. 10. Flat ice model
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103< Rernax < 2 x 105:

Nu = 0.35 (a*) 0.2PrO.36(~) 0.25ReO.6 (6)
m b* Pr

w
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where a* and b* are dimensionless cylinder pitches and Rernax
is a Reynolds number defined by the maximum water velocity

(10)

(11)

7=
[Q*o~,+ln(l-Q*o,i,)]

Q*2

where Q* = NUm/A*0. To calculate the analytical values of the
mean ice thickness, 0;', the experimental values of NUm in a
steady-state condition are used. They are NUm = 29.7 for
Red=490, 0=4.00; Num=41.1 for Red=700, 0=5.17;
Nu", = 26.4 for Red= 700, 0 = 3.00; NUm = 35.6 for Red= 930,
0=3.92 and Num =42.5 for Red = 1400,0=4.55, as shown in
Fig. 11.

The flat ice model can also be applicable for the initial stage
of melting process. Integration of Eq. (9) with the boundary
condition of 0;' = o~ at 7= 0 yields

Q* (o~ -O,~) -In[(1- Q*o,i,)/(I- Q*o;)]
7= Q*2

The values of NUm for the melting process are estimated from
the experimental values shown in Fig. 11 and are assumed
constant during melting. The sensible heat of ice can be ne
glected as compared to the latent heat of melting.

4.2 Flat Ice Model. In the previous paper by the authors
(Hirata and Matsui, 1990), it was reported that the average
value of the local Nusselt number for the linked ice layer in a
steady-state condition showed that same tendency as that for
a flat plate in a turbulent flow. If it is assumed that the cylinder
pitch in the flow direction, b*, decreased to its limits, the linked
cylinders can be considered, from a macroscopic viewpoint,
as cooled flat plates arranged in lines. Then, the simple ana
lytical model shown in Fig. 10 can be drawn. The ice layer
thickness and the heat transfer coefficient on the ice surface
wiJI be defined by mean values in the region of effective length
of cylinder row, x= 0 - L. If it is assumed that (a) the density
of water does not change with phase change and (b) the ice
formation process is in a quasi-steady-state condition, the heat
balance equation at the ice-water interface is given by

~m ~-~ )
P;Lrdi' = A;----r;;;-- hm(Too - Tf ) (9

Substitution of 0;' = om/d into Eq. (9) and integration of the
resulting equation with the boundary condition of o,~ = 0 at
7=0 yields

4.3 Discussions. Figure 11 shows the experimental and
analytical results of dimensionless mean ice thickness, 0;', for
the ice formation process. The dashed lines show the results
for the cylindrical ice model and the solid lines, the results for
the flat ice model. It is shown that the increasing rate of o,~

is affected by the Reynolds number. For the smaller Reynolds
'numbers, the experimental data are close to the results obtained
by the flat ice model. On the other hand, for the larger Reynolds
numbers, the experimental data lie between the analytical val
ues of the two models at the initial stage of ice formation, and
approach the values by the flat ice model as ice is developed.
The difference in these ice formation processes with Reynolds
number results from change in the heat transfer characteristics
on the ice surface.

In Fig. 12, the change of average Nusselt number with ice
growth is shown, where the arrows show the time when the

(2)

(3)

(5)

Red'" 1400

e ",4.55

J,.

'I<-~----

7=SteFo,

Red'" 700 0 Red = 700

a = 5.17 a = 3.00

K;t
Fo= d2'

o

o

Fig. 11 Mean ice thickness in a freezing process

,., ...-----

Red'" 490

a = 4.00

o 0.1 tOO. 1 TOO. 1 TOO. 1 TOO. 1 0.2

0.4

0,2 I

Integration of Eq. (I) yields

number for staggered tubes without ice (Ozi§ik, 1985). Figure
9 shows the analytical model for the individually formed ice
layer. It is assumed that (I) the ice layer is concentric with the
cylinder, (2) the ice formation process is in a quasi-steady-state
condition, (3) the heat transfer coefficient on the ice surface
is the same for the all cylinders, and (4) the density of water
does not change with phase change. Then, the heat balance
equation at the ice-water interface is given by

dr (Tr- Tw)
p;Lfdt =A;rln(2r/d) -hm(Too-Tf ) (1)

Dimensionless parameters are defined as

r A*=!:l.. Ste Cp;(Tf-Tw)
r* = if' A

w
' L

f

i
f * r* In 2r*

7= dr*° 1- Q*r* In 2r*

where Q* represents the ratio of convective heat transfer rate
from the water to the ice surface to conduction heat rate through
the ice layer, and is given by

I[
Tf- Twj NUm

Q*=hm(Too-Tf ) A;-d- = A*O (4)

where the mean Nusselt number for staggered tubes, Num , is
given by Zukauskas as follows (see OZi§ik, 1985):

102< Rernax < 103:

\' 0.62Re;:;x p r l/3

NUm = 1.2 t0.3 + [1 + (0.4/Pr2/3)]1/4

[ (
R ) 5/8j 4/5]

X 1+ 28;~~0
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linked ice layer was formed. The values of Nu,„ were calculated 
under the assumption of quasi-steady-state. To calculate Nu,„, 
the values of r or bm were measured and then steady forms of 
Eq. (1) or (9) were used, respectively. The errors caused by 
neglecting the amount of latent heat is approximately 34 per
cent at T = 0.1 and 7 percent at T = 0 .4 for both Red = 490 and 
700, and is 9 percent at r = 0.1-0.4 for Rerf= 1400. For the 
smaller Reynolds numbers, it is shown that the values of Nu„, 
are almost constant for T > 0 . 1 . On the other hand, for 
Rerf= 1400, Nu„, is not constant and decreases with time for 
0 < T< 0.4. The decrease coincides with the ice formation proc
ess from individually formed ice layers to a linked ice layer. 
That is, for larger Red, a high heat transfer rate is maintained 
due to strength of turbulence around the cylinders and, there
fore, the ice growth rate decreases gradually. On the other 
hand, for smaller Re^, the heat transfer rate becomes small 
due to stagnation of flow around the cylinders, and the ice 
growth rate is maintained at a higher value, as shown in Fig. 
11. From these results, it is noted that the simple flat ice model 
is useful for an ice storage system with a comparatively low 
water-flow velocity. 

Figure 13 shows the experimental data and the analytical 
results of the flat ice model in the melting process. The dashed 
lines in Fig. 13 indicate the dimensionless mean ice thickness 
at which the local ice thickness just coincides with the height 
of the cylinder radius, 8* = (2bd-vd2/4)/(4bd) = 0.285. It is 
shown that the melting for 6^ >0.285 proceeds along with the 
results of the flat ice model, while for 5„ < 0.285, the analytical 
results deviate from the experimental data. This results from 
the evaluation of Nu„, values. In the analysis, the value of Num 

was estimated from a steady-state condition and was assumed 
to be constant. In the experiment, however, under the condition 
of thinner ice layers for 5„<0.285, the water at the rear side 
of the cylinders becomes stagnant; therefore, the heat transfer 
coefficient decreases with proceeding of the melting. 

It is difficult to estimate the Num values in a transient process 
experimentally, because the local ice thickness around the cyl

inder is very thin, as shown in Figs. 7(c) and 1(d), and it causes 
a large number of errors in calculating Nu„, from the ice thick
ness. It is, therefore, difficult to predict the value of <5„* for 
<5„* < 0.285. 

5 Discussions for Steady-State Condition 

5.1 Ice Storage Efficiency. To analyze the efficiency of 
ice storage system, the ice storage efficiency, q-,/qw, defined as 
the ratio of stored heat.around the cylinder, q-„ to removed 
heat from the cylinder, qw, was proposed in the previous report 
(Hirata and Matsui, 1990). 

Neglecting the sensible heat as compared with the latent heat, 
the stored heat, qh for a unit of time is given by 

qi = PiLfAj (12) 

where p, is the density of ice; Lj is the latent heat. The heat 
removed from the cylinder for a unit of time, qw, which is 
equal to the heat transferred from the water to the ice surface 
under the steady-state condition, is given by 

qw = l{ hx(T«,-Tf)dx (13) 

where L is the effective length of the row of cylinders. Because 
the value of hx on the right-hand side of Eq. (13) showed the 
same tendency as that of turbulent heat transfer on a flat plate, 
the ice storage efficiency on a cooled flat plate was first derived 
to examine what parameters govern the efficiency of the cooled 
cylinders. The volume of ice on both sides of a cooled flat 
plate in a turbulent flow is given by 

8(x)dx (14) 

where 5(x) is given by Hirata et al. (1979) as 

S(x) = \*6x/Nux (15) 

The local Nusselt number Nu* of turbulent heat transfer on a 
flat plate is given by Eq. (16) for 5 x 105<Rex< 107 (Holman, 
1976). 

(16) Nu, = 0.0296 Re°8Pr1/3 

The ice storage efficiency on a cooled flat plate in a turbulent 
flow is then obtained from Eqs. (12)-(16) as 

q*=qi/qw=l.'S2L*1H (17) 

where L* is a dimensionless parameter of the effective length, 
L, and H is defined by 

H=- \*e bL. 
N u ^ Q U T ^ - 7 ) ) ° 8 ) 

where X* is the thermal conductivity ratio of ice to water; 
Num L is the mean Nusselt number for x = 0-L. His the di
mensionless parameter representing the stored heat in ice. The 
physical properties of water were estimated at 0°C. 

Figure 14 shows the ice storage efficiency against the di
mensionless parameter, L*2H, where the results obtained for 
the single-lined cylinders in the previous report are also shown. 
The uncertainty in q* is approximately 9 percent. The estimate 
accounts for uncertainties associate with Ah (T^—T/) and the 
.local heat transfer coefficient, hx, determined by using the 
boundary element method (see Hirata and Matsui, 1990). In 
Fig. 14, the result for a cooled flat plate given by Eq. (17) is 
also shown for comparison. It is seen that the ice storage 
efficiency for a cooled flat plate gives smaller values than that 
for cooled cylinders. This implies that cooled cylinders are 
preferable for storing ice to a cooled flat plate. In Fig. 14, it 
is shown that the ice storage efficiency for the linked ice layer 
(shown by the solid symbols) is well correlated by L*2H for 
all three kinds of cylinder arrangements and that q* increases 
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with L*2H. These results imply that as far as the ice storage 
efficiency is concerned the value of L*2H should be made large 
for any cylinder arrangements. On the other hand, for a par
tially linked ice layer (shown by the open symbols), q* shows 
smaller values, which suggests that the linked ice layer is pref
erable for storing low-temperature heat by ice. The value of 
ice storage efficiency given in Fig. 14 is well correlated by the 
following expression: 

<7* = 4.50 (L*2H)0S22 (19) 

where the standard error of estimate (SEE) of Eq. (19) is 0.138 
and the applicable range is 0.054<L*2H< 1.04. 

5.2 Ice Filling-Up Rate. In the present paper, the ice fill-
ing-up rate, A *, is defined by the ratio of the ice volume to 
the flow passage volume, which describes how much of the 
flow passage is filled by ice. 

2 t 

(20) A*=A 
aL 
2 ' 2b 

where 0<A* < 1. Assuming that the local Nusselt number on 
the linked ice surface is controlled by that of a turbulent flat 
plate, one can obtain the following equation by substitution 
of Eqs. (12)-(16) into Eq. (20). 

0.2\ 

(21) A*=f\ Re" 

b*L* 

2a*"(4a*'b* -IT) 

where Re„ = ua,a/vw. The right-hand side of Eq. (21), which 
involves the temperature and flow conditions, the cylinder 
pitches a* and £>*, and the effective cylinder length, L*, is 
considered to be a parameter that governs the ice filling-up 
rate. 

In Fig. 15, the values of ice filling-up rate are plotted on 
the coordinate system obtained by Eq. (21). The values for the 
cylindrical ice model given by Eqs. (3)-(8) are also shown for 
comparison for Red = 200-1000, 0 = 5, a* = 2-6 and 6* = 2-5. 
It is shown that the ice filling-up rate can be correlated well 
with the parameter in the right-hand side of Eq. (21) for all 
the cylinder arrangements. It is also shown that the results 
from the cylindrical ice model show significantly smaller ice 
filling-up rate than those for the linked ice layer. Because the 
ice layer for the cylindrical ice model forms individually around 
each cylinder, the ice amount is less than that for the linked 
ice layer. From Fig. 14, it is realized that the value of the right-
hand side in Eq. (21) should be made large to increase the ice 
filling-up rate. The experimental values for the linked ice layer 
shown in Fig. 15 can be correlated by 

/1* = 5.54 
Reu« 

b*L* 

2a*\4a*b*-Tr) 
(22) 

o.i 
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where the standard error of estimate (SEE) is 0.042 and the 

Fig. 15 Ice filling-up rate in a steady-state condition 

applicable range is for 0.12 < 4̂ * < 0.8. The values of exponent 
in Eq. (22) suggests that the ice filling-up rate is a strong 
function of the parameters concerned with temperature and 
flow conditions, 6, Rem, and a*, and a weak function of the 
parameters concerned with cylinder arrangement, b* and L*. 

It should be noted that the onset conditions for the linked 
ice layer for the staggered and aligned arrangements have been 
confirmed to coincide with the results reported for a single-
line arrangement (Hirata and Matsui, 1990). 

6 Conclusions 
The ice formation and melting phenomena around the cooled 

cylinders in staggered and aligned arrangements in water flow 
were examined experimentally. The ice storage efficiency and 
the ice filling-up rate in a steady-state condition were also 
discussed. The following conclusions may be drawn: 

1 The ice growth rate in a transient freezing process can be 
approximated by the flat ice model for smaller Reynolds num
bers. However, for larger Reynolds numbers, the ice growth 
rate changes gradually from the values obtained by the cylin
drical ice model to those from the flat ice model. On the other 
hand, for the melting process, the melting rate can be ap
proximated by the flat ice model only for an early stage of 
melting. 

2 The ice storage efficiency in a steady-state condition was 
defined by the parameter in Eq. (18) and represented by Eq. 
(19) for both staggered and aligned arrangements. 

3 The ice filling-up rate is given by Eq. (22) and is a strong 
function of Reynolds number, the cooling temperature ratio, 
and the cylinder pitch perpendicular to flow condition. 
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Heat Transfer Analysis of Local 
Ewaporatiwe Turbulent Falling 
Liquid Films 

A theoretical study has been conducted for evaporative heating of turbulent free-
falling liquid films inside long vertical tubes. The methodology of the present work 
is based on splitting the energy equation into homogeneous and nonhomogeneous 
problems. Solving these simple problems yields a rapidly converging solution, which 
is convenient for computational purposes. The eigenvalues associated with the ho
mogeneous problem can be computed efficiently, without missing any one of them, 
by the sign-count algorithm. A new correlation for the local evaporative heat transfer 
coefficient along the tube length is developed over wide ranges of Reynolds and 
Prandtl numbers. Furthermore, the average heat transfer coefficient is correlated 
as a function of Reynolds and Prandtl numbers as well as the interfacial shear stress. 
A correlation for the heat transfer coefficient in the fully developed region is also 
presented in terms of Reynolds and Prandtl numbers. Typical numerical results 
showed excellent agreement of the present approach with the available data in the 
literature. Moreover, a parametric study is made to illustrate the general effects of 
various variables on the velocity and temperature profiles. 

Introduction 
Falling films in long tube evaporators are characterized by 

their high heat transfer rates, low feed rates, and high heat 
transfer coefficients at low temperature differences. Falling 
liquid films have numerous industrial applications, which in
volve mass and heat transfer by condensation or evaporation. 
Such applications can be found in chemical distillation and 
desalination plants, wetted-wall absorption columns, two-phase 
heat exchangers, cooling systems for nuclear fuel elements, 
and electronic packages. 

Several studies have been reported in the literature for the 
evaporative heat transfer coefficient in fully developed region. 
Chun and Seban (1971) obtained experimental correlations for 
average evaporative heat transfer coefficients in laminar and 
turbulent flows outside an electrically heated tube for 
320<Re<21,000 and 1.7<Pr<5.7. Hubbard et al. (1976) 
suggested an eddy diffusivity model that incorporates the effect 
of interfacial shear due to cocurrent vapor flow. Their model 
was comprised of a modified van Driest model (1956) for the 
region close to the solid wall and the gas absorption data of 
Chung (1974) for the region near the interface where turbulence 
damping is considered. They indicated good agreement with 
the nonshear data of Chun and Seban, especially at Prandtl 
numbers greater than 1.75. The optimum turbulent Prandtl 
number was shown to be in the range 0.9<Pr,<1.0. Fujita 
and Ueda (1978) performed some experiments on saturated 
water films flowing outside an electrically heated tube. They 
correlated the average heat transfer coefficients in terms of 
Reynolds number only. Their data are about 10 percent higher 
than those of Chun and Seban. Saibabu et al. (1986) developed 
a theoretical correlation for the average heat transfer coeffi
cient as a function of Reynolds, Prandtl, and Kapitza numbers. 
The indicated maximum deviation is ± 13 percent from Chun 
and Seban's data. A new model for the eddy dif fusivity func
tion was proposed by Madawwar and El-Masri (1986). The 
model consists of a single and continuous profile that extends 
over the entire film thickness. They indicated satisfactory 
agreement between their numerical results and the experimental 
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data of Chun and Seban, and Fujita and Ueda. They correlated 
their results for the average fully developed heat transfer coef
ficients in terms of Reynolds and Prandtl numbers. Shmerler 
and Mudawwar (1988) investigated numerically and experi
mentally the case of turbulent falling and evaporating films 
flowing outside an electrically heated vertical tube. Their ex
perimental data on the average heat transfer coefficients for 
fully developed flow are fitted in terms of Re and Pr numbers 
over the ranges 5000<Re<37500 and 1.75<Pr<5.4. Com
paring their correlation with Chun and Seban's reveals good 
agreement at high Prandtl numbers and large differences at 
lower Pr numbers. Faghri and Seban (1988) treated the case 
of combined heat and mass transfer for turbulent film flow 
of a binary solution down a wall, with the free surface con
tacting the solvent vapor. They obtained an algebraic solution 
for the mean temperature distribution as well as for the dis
tribution of the mean concentration for the case of constant 
wall temperature and constant wall heat flux. They used the 
assumption that the transfer coefficients at the wall and at the 
interface are relatively independent. 

Only limited works are available for local evaporative heat 
transfer coefficients in turbulent falling films. In the evapo
rative falling films, it is well known that the thermal devel
opment length extends over a long portion of the tube length 
due to the formation of a boundary layer at the film interface 
(Shmerler and Mudawwar, 1988). Furthermore, a literature 
survey reveals a lack of correlations for the local evaporative 
heat transfer coefficients. The present work provides a new 
correlation for the local evaporative heat transfer coefficient 
in turbulent falling films. In addition, for the case of long 
vertical falling film evaporators, the effect of vapor shear stress 
at the film interface upon the heat transfer coefficients becomes 
more significant as compared with that of short tubes. The 
effect of the interfacial shear stress is neglected in most of the 
available studies. In the present work the effect of interfacial 
shear stress is considered in the development of a new corre
lation of the average heat transfer coefficient. 

In our analysis, a general analytical solution is developed 
for turbulent falling films. This solution is expressed in a rap
idly converging form by utilizing the splitting procedure ex
plained by Mikhailov and Ozisik (1984). Such a solution is 
very convenient for computational purposes. Here it should 
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be pointed out that all previous results for turbulent cases are 
obtained either experimentally or numerically. 

Mathematical Formulat ion 

Consider the case of a steady turbulent falling liquid film 
with incompressible fluid having constant properties flowing 
along a vertical plane surface or inside a vertical circular tube. 
The flow is assumed two dimensional and hydrodynamically 
fully developed. 

The momentum equation and the boundary conditions in 
dimensionless form are given, respectively, as: 

dR 
(S-R)"Em(R) 

dW(R) 

dR 
+ [p + <p](S-R)" = 0 (la) 

W(R)=0atR = 0 

dW(R) 

dR 
= T,ati? = l 

(lb) 

(Ic) 

where: 

S = 0 at R = 1 

0 = 0 at Z = 0 

u) for plane wall 
\l for circular tube 

E h ( R ) ^ ( l ^ \ 
8 um \ v Pr,J 

E„,(R) = l+~ 
V 

(2c) 

(2d) 

(2e) 

(2/) 

The studies of Singh (1958) showed that for Peclet number 
Pe> 100, the axial conduction is negligible. Further, the viscous 
energy dissipation is generally negligible for low Prandtl num
ber such as water. 

Integrating the momentum Eq. (la) subjected to boundary 
condition Eqs. (lb) and (lc) gives the dimensionless velocity 
profile across the film thickness as: 

W(R)-

f (S-l)n+,-(S-R)"+1 

H Em(R)(S-R)" dR + y2 
1 

Em(R)(S-R)n dR 

(S-l)"+l-(S-R)" + 1 , „ , 

* " Em(R)(S-R)» dR + y2 'J 0E„,(R)(S-R)" 
dR 

(3a) 

The energy equation for evaporation of turbulent falling 
films with negligible axial heat conduction and viscous energy 
dissipation in dimensionless form is: 

where 7i = 
-82 

n+l v fi dz 
(3b) 

d 

dR 

CI....C6 --

cP ~-
d± z 
dz 

Eh(R) --

Em(R) = 

g = 
h* --

* 
/ZaVg -

A*U1 = 

hfg = 
k = 

Ka = 

L = 
Ni = 

(S-R)"Eh(R)^ = (S-R)' 

-
dd 
— = - Qo at R = 0 dR v o 

lVoiTiPiiclatiirf1 

= correlation constants in 
Table 1 

= specific heat of liquid 
film 

= pressure gradient in the 
flow direction 

= dimensionless eddy diffu-
sivity for heat, Eq. (2e) 

= dimensionless eddy diffu-
sivity for momentum, 
Eq. (2/) 

= gravitational acceleration 
= dimensionless local heat 

transfer coefficient, Eq. 
(12) 

= average dimensionless 
heat transfer coefficient 
over the tube length, Eq. 
(14) 

= dimensionless fully devel
oped heat transfer coeffi
cient, Eq. (16) 

= latent heat, J/kg 
= thermal conductivity of 

the liquid film 
= Kapitza number =g/x4/ 

P53 

= tube length 
= normalization integral, 

Eq. (9c) 

W(R)™ 

Gi 

T, 

Pr, = 

<7o = 
Qo = 

. Qi = 

ro = 
R = 

S = 
T = 

«m = 

W(R) = 

y = 

z = 
a = 

p = 
AT = 

5. = 
5 = 

(2a) 
In this work, the 

7 2 -

turbulent 

(3c) 

eddy diffusivity function is 
nh, adopted from the model suggested by Mudawwar and El-Masri 
K ' (1986) as: 

turbulent Prandtl num
ber = e,„/eh 

wall heat flux 
dimensionless heat flux 
= q0S/kAT 
dimensionless constants 
defined in Eqs. (9b) and 
(11), respectively 
tube radius 
dimensionless normal po
sition =y/b 
r0/5 
saturation and wall tem
perature, respectively 
velocity at liquid film 
surface 
dimensionless velocity 
function =u/u,„ 
position measured from 
solid wall =r0-r 
dimensionless axial posi
tion = z/L 
thermal diffusivity of liq
uid film 
gf?/vum 

temperature difference 
= T —T 

1 W ' J film thickness 
dimensionless film thick
ness, Eq. (3e) 

em 

01 
4>2 
0 
e 

6\, 02 

7 i . 72 

IX, V 

W 
P» Pv 

a 
h 
T; 

Ti 

—* 
Ti 

rw 

TK 

rl 

= momentum eddy diffu
sivity 

= 8 /L 
= vLu,„/b2CpAT 
= 82/ixumdp/dz 
= dimensionless tempera

ture = (T-TS)/AT 
= solutions of the homoge

neous and nonhomoge-
neous problems, Eqs. 
(7), (8), respectively 

= constants in the velocity 
function, Eqs. (3b), (3c) 

= dynamic and kinematic 
viscosity of liquid film, 
respectively 

= eigenvalues 
= liquid and vapor density, 

respectively 
= surface tension 
= eigenfunctions 
= interfacial shear stress 
= Tj8/lXUm 

= dimensionless interfacial 
shear stress, Eq. (15) 

= wall shear stress 
= dimensionless quantity in 

the model Eq. (3h) 
= wall shear stress with no 

interfacial shear, Eq. (3/) 
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E, 

where 

1 1 
W = 2 + 2 

l+0.6462/?2(l-

*J-

R)2 l - e x p ](l-R) 
6.65x\0~3R 

Ka' 0.185 

(3e) 

The above turbulence model represents a continuous and 
smooth profile across the entire film thickness. It originated 
from a combination of the van Driest function (1956) and the 
experimental data of Ueda et al. (1977). However, for studying 
the effects of interfacial shear stress on the flow and heat 
transfer, the model presented by Hubbard et al. (1976) is also 
applied, and a comparison is made between the results obtained 
from both models. The model of Hubbard consists of two 
parts: One is applicable for the region near the solid wall, 
which is the conventional van Driest model of diffusivity, and 
the other applies for the region near the liquid-vapor interface, 
which is based on the results of Chung (1974) for gas absorption 
into turbulent liquid films. The model is given by: 

Em(R)=: 
1 

+ )_ _ l\+0.6452R2(l + R 1 - exp 
-Rb 

2.6 

0<R<Rl (3/) 

E,„(R) = \ + 
8.13xl(r l 7(yg)2 / 3 

Ka(?,„/p) 

x R e ™ " [1 + (0.9 +1 .73x10 'V) I ^ 

x5\\-R)\ i ? , < i ? < l (3g) 

where i?i is the intersection point of both equations. 

U>-Pv)g& 

Rev 
57.25 

(3/0 

(30 

Wave effects are neglected, hence an average constant film 
thickness is assumed in the analysis. The correlation of Gim-
butis (1974) is utilized for calculating the film thickness as a 
function of Reynolds number. The expression is given by: 

2/3 

(3y) 5 = (0.0318Re0-92 + 8 ) 2 / 3 ^ I 

Once the turbulent eddy diffusivity is known, then the ve
locity profile across the film is obtained by integrating Eq. (3a) 
numerically. 

The temperature distribution across the film, and conse
quently, the heat transfer coefficients at any location (Z) along 
the tube length, are obtained by solving energy Eq. (2) using 
the splitting procedure as now described. Assume the solution 
of energy Eq. (2) is of the form: 

0(R,Z)=el(R)+e2(R,Z) (4) 

Such a solution has to satisfy Eq. (2) and its associated 
boundary conditions. The splitting of the energy problem gives 
two simple problems: homogeneous 62(R, Z) a n d nonhomo-
geneous &i(R) as follows: 

The nonhomogeneous problem di(R) is given by: 

d_ 

dR 
(S-R)nEh(R) 

dR 
= 0 

dR 
= -Q0atR = 0 

(5a) 

(5b) 

26 
(3d) 

i(R) = 0atR = l 

The homogeneous problem 62(R, Z) is: 

(5c) 

(S-R)"W(R) 
dd AR, Z) 

dz 

dd2(R, 

d 

dR 

Z) 

(S-R)"Eh(R) 

0 at R = 0 

dd2(R, Z) 

dR 

dR 

62(R, Z) = 0atR=l 

62(R, Z ) = -6i(R) at Z = 0 

(6a) 

(6b) 

(6c) 

(6d) 

The nonhomogeneous system (5) is solved by direct integration 
to yield: 

. i 

Oi(R) - f t J 1 

R (S-R)"Eh(R) 
dR V) 

The solution of the homogeneous problem (6) is obtained by 
application of integral transform method, which results in: 

e2(R, Z)=- Q , 2 j - toOt,, R) -2 e~ (8) 

Hence the complete solution of energy problem (2) becomes: 

dR 6(R,Z)=Qi 

where: 

„ (S~R)"Eh(R) 

Qi 

CO J J 

2 - ^ ( f t , t f ) - 2 e ~ 

QoLaS" 

S2H„ 

N,= \ (S-R)" W(R)tf(ixh R)dR 

(9a) 

(9b) 

(9c) 

Having established the former analytical solution for the 
energy problem, it is necessary to solve the relevant eigenvalue 
problem, which is defined as a special case of the Sturm-
Liouville system: 

d_ 

dR 
(S-R)"Eh(R) 

d+{R) 
dR 

+ [(S-R)"W(R)t(R)v,2]=0 

(10a) 

(10b) 

with the homogeneous boundary conditions: 

^ ^ = 0 a t * = 0 
dR 

MR, fi) = 0atR=l (10c) 

• The solution of the eigenvalue problem involves the deter
mination of the permissible eigenvalues /*,- so that the trivial 
solution \j/(R, ix) = 0 is excluded. The exact solution of the above 
eigenvalue problem is too difficult to obtain analytically. Thus 
it becomes necessary to treat the problem by numerical means. 
One of the methods that have been developed for evaluating 
the eigenvalues is the Runge-Kutta technique, which uses New
ton's iterative method. This technique is useful for determining 
lower eigenvalues. However, for higher order ones, the tech
nique becomes unreliable and requires extreme care to account 
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Fig. 1 Effect of Reynolds number on the dimensionless velocity func
tion at different normal positions from the wall 
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Fig. 2 Velocity distribution measured from the solid wall for different 

0.0 

Fig. 3 Effect of Ka on the dimensionless velocity along the dimen
sionless normal distance measured from the wall 
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Fig. 4 Dimensionless temperature distribution at different axial dis
tances of the tube 

for computational purposes than the conventional methods. 
The integral term that appears in Eq. (9a) is a closed form, 
whereas this term is expressed in a slow converging series when 
solving the energy equation by the conventional methods. Here 
it should be pointed out that for laminar falling films a closed-
form solution can be obtained for the velocity and temperature 
distributions as special cases from Eqs. (3a) and (9a), respec
tively. Once the temperature profile is determined, then the 
dimensionless local evaporative heat transfer coefficient is ob
tained from its definition as: 

h* = hv2n/kgm 

which results in 

1 

•'o (S-R)"Eh(R) rfR-S" 

where 

Q2~LaS"gm 

(10) 

(11) 

(12) 

for the possibility of missing some of those high-order eigen
values. 

In order to overcome these difficulties, another more effi
cient technique, called the sign-count method (Mikhailov and 
Ozisik, 1984) is adopted for our calculations. The sign-count 
method for evaluating the eigenvalues, eigenfunctions, and the 
norm of the Sturm-Liouville system is a reliable approach that 
provides safe and automatic computation of the eigenvalues 
and eigenfunctions, with the main advantage that as many 
eigenvalues as desired can be calculated without missing any 
one of them. (A detailed description of the sign-count method 
is available upon request.) 

The splitting procedure presented here is more convenient 

Results and Discussion 

Parametric and sensitivity analyses have been conducted to 
illustrate the influence of various parameters in the evaporative 
falling film inside a vertical tube heated by condensing steam 
outside the tube. In these results, the fluid properties are eval
uated at the saturation temperature, and the turbulent Prandtl 
number is taken as 0.9. Axial position is normalized with 
respect to a tube length of 3.0 m. 

The dimensionless velocity profiles for several Reynolds 
numbers are depicted in Fig. 1. It is noticed that the velocity 
profile becomes more flat as the Reynolds number increases. 
The effects of interfacial shear on the velocity profile and the 
film thickness are shown in Fig. 2. The average velocity in-
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Table 1 Correlation constants 

cl 
C2 

C3 

C4 

C5 

C6 

6 0 0 0 < R e < 1 4 0 0 0 

0.03 < Z < 0.27 

0.00264 

0.4415 

0.5427 

501.83 

1 

0.85 

0.27 < Z < 1.0 

0.00527 

0.371 

0.547 

25701 

1 

2 

I4000< Re < 19000 

0.03 < Z < 0.13 

0.00211 

0.443 

0.7107 

• 144.68. 

0 

0.85 

0 . 1 3 < Z < 1.0 

0.0043 

0.3902 

0.526 

480.8 

1 

0.85 

Re 
Pr 

1.75 
2.25 
2.75 
3.25 
3.75 
4.25 
4.75 
5.50 

6000 

5.91 
4.04 
2.86 
2.10 
1.53 
1.60 
2.04 
3.04 

Table 2 
7000 9000 

3.33 1.02 
1.89 0.36 
1.01 0.79 
0.62 1.10 
0.52 1.19 
0.64 1.16 
0.83 1.06 
1.16 1.20 

Percentage 
11000 

0.47 
0.91 
1.29 
1.44 
1.39 
1.21 
1.03 
1.39 

mean 
13000 

0.60 
0.89 
1.04 
0.98 
0.87 
1.06 
1.29 
1.77 

deviation 
15000 

0.86 
0.89 
1.05 
1.03 
0.89 
0.77 
0.84 
1.26 

17000 

1.34 
0.93 
0.94 
1.07 
1.24 
1.47 
1.79 
2.45 

19000 

2.47 
2.01 
1.93 
2.02 
2.17 
2.44 
2.81 
3.45 
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Fig. 6 Effect of surface curvature on the dimensionless heat transfer 
coefficient h' 
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Fig. 5 Local dimensionless heat transfer coefficient 

creases by increasing the interfacial shear and obviously the 
film thickness decreases for fixed Reynolds number. Kapitza 
number has little effect on the velocity distribution, as shown 
in Fig. 3. 

Figure 4(a) shows some typical dimensionless temperature 
profiles across the film thickness for different axial distance 
along the wall and Re = 4000 and Pr= 1.75. The temperature 
distribution becomes more flat and uniform across the film 
thickness by increasing Pr or Re or both, as shown in Fig. 
4(b), as compared with the results of Fig. 4(a). Furthermore, 
as is seen from Fig. 4(a), the effect of energy loss at the film 
interface becomes more noticeable at Z>0.003 at which an 
interfacial temperature gradient starts to develop due to the 
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Fig. 7 Effect of the interfacial shear stress on the dimensionless heat 
transfer coefficient 

formation and the growing of a secondary thermal boundary 
layer at the film surface. Such an interfacial thermal resistance 
acts to delay the formation of a fully established temperature 
profile, resulting in an extended thermal development length, 
which characterizes the evaporative condition. 

The dimensionless local heat transfer coefficients for dif
ferent Reynolds and Prandtl numbers are given in Figs. 5(a,b). 
The reduction of the heat transfer coefficient along the tube 
is caused by an increase of the wall temperature in that direction 
for constant wall heat flux. The results show that at high 
Reynolds and Prandtl numbers, the fully developed condition 
is reached at about Z« 0.4. In our study, the local heat transfer 
coefficient is correlated in terms of Reynolds and Prandtl num
bers along the tube length and a new formula has been de
veloped as follows: 

/i* = ClReC2PrC3 + Prc 

C4(ZC6) for 1.75<Pr<5.5 (13) 

where the constants C at different locations and Reynolds 
number are given in Table 1. The maximum percentage mean 
deviation for this correlation is 5.91 percent occurring at 
Re = 6000 and Pr= 1.75 as shown in Table 2. 

The effect of surface curvature on the local heat transfer 
coefficient is presented in Fig. 6. It is found that the curvature 
effect is insignificant for tube diameters larger than 10 mm. 

The effect of vapor shear stress becomes more important 
for long tube evaporators. The film thickness is decreased and 
the average velocity is increased as the interfacial shear stress 
is increased. Figure 7 depicts the effect of interfacial shear 
stress on the heat transfer coefficient. 

In the present work, the effect of interfacial shear is studied 
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percent occurring at Re =19,000 and Pr = 5.5. Shmerler and 
Mudawwar (1988) presented an experimental correlation for 
the average heat transfer coefficient over a heated length of 
0.781 m. The correlation is given by: A*vg = 0.0038 Re035Pr0M . 
The mean percentage relative difference was shown to be 6 
percent with a standard deviation of 0.023. A comparison of 
our correlation with 77 = 0 and the correlation of Shmerler and 
Mudawwar is again shown in Fig. 8, where our correlation 
gives higher values for h* than their correlation at P r = 1.75 
and lower values at Pr = 5.5. This is also seen in Fig. 9, showing 
lower experimental data of Chun and Seban as compared with 
the present calculated values of h*. The difference between 
theoretical and experimental results can be attributed to the 
eddy diffusivity function, which does not consider the wave 
activity at the film interface. 

A fully developed heat transfer coefficient for Z> 0.4 is also 
correlated in terms of Re and Pr numbers but without inter-
facial shear stress as follows: 

/!ful = 0.006362Re°-,MPr' 0.351r>,0.528 for 6000 < Re < 19000 
and 1.75<Pr<5.5 (16) 

This relation has a mean present relative difference of 1.54 
percent and maximum of 3.6 percent. The standard deviation 
is 1.19. 

Only the convective type of flow boiling is studied in the 
present work, in which heat is transferred by conduction and 
convection through the thin liquid film, and evaporation takes 
place at the liquid-vapor interface. On the other hand, nucleate 
boiling is characterized by the formation of bubbles that nu
cleate at the solid surface. Davis and Anderson (1966) have 
shown that nucleate flow boiling occurs if 

A2"> 
0.2 0.3 

&°Tsq0 

hhpjc 
(17) 

Fig. 9 Comparison with the experimental data of Chun and Seban (1971) 

by employing the eddy diffusivity model of Mudawwar and 
El-Masri (1986) and the model of Hubbard et al. (1976). The 
results obtained from both models showed that the percentage 
increase in the heat transfer coefficient is almost in the range 
of 10.5 to 16 percent for increasing the interfacial shear from 
T*=0tOT* = 10. 

A new correlation of the average heat transfer coefficient 
is developed to accommodate the effect of vapor shear stress 
as: 

âvg — Re 

where 

3pr°-555(0.00572 + 0 . 0002234T , 0439) 

for 5000 < Re < 20000 
1.75<Prs5.5 
a n d 0 < r * < 1 0 

" / „ 2 2-.1/3 

(14) 

(15) 

The correlation uses the model of Mudawwar et al. for 
calculating the heat transfer coefficient against the variation 
of interfacial shear stress. This correlation has a mean percent 
relative difference of 2.9 percent and standard deviation of 
2.0. 

Figure 8 shows a comparison between the present correlation 
with Tj = 0 and the correlation obtained by Chun and Seban 
(1971) for the average evaporative heat transfer coefficient. 
Here the deviation between the two correlations is increased 
by increasing Pr number, and the maximum deviation is 12.2 

where AT is the difference between the wall and saturation 
temperatures. The expression relates the maximum wall tem
perature to the heat flux to avoid nucleate boiling. For 
Re =10,000 and Pr=1.75, it is found that according to Eq. 
(17), A7MS greater than 0.899°C. However, in this study the 
maximum AT=0.617°C, which ensures convective boiling. 

Conclusions 
A successful general semi-analytical methodology is pre

sented for the velocity and temperature profiles in rectangular 
and cylindrical coordinates for evaporative heating of free 
turbulent falling liquid films inside long vertical tubes. New 
correlations have been developed for the local as well as the 
fully developed and average turbulent heat transfer coeffi
cients. 

The splitting procedure utilized in the present work provides 
an efficient solution for computational purposes. Moreover, 
the eigenvalues, eigenfunctions, and the norm associated with 
the resulting homogeneous problem are efficiently computed 
by the sign-count algorithm. The reliability and accuracy of 
the method are demonstrated by several numerical results, 
which showed excellent agreement with the available data in 
literature. 

The sensitivity study showed that the Reynolds and Prandtl 
numbers with the interfacial shear have significant effects on 
the heat transfer coefficient. Furthermore, the Kapitza number 
and surface curvature have little effect upon the turbulent heat 
transfer coefficient. The present analysis can be extended, with 
modifications, to handle local sensible heating cases as well as 
condensation on vertical and horizontal surfaces. 
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Free Correction Film Boiling Heat 
Transfer From a Rotating Surface 
A boundary layer model of laminar, subcooled, free convection film boiling from 
a rotating sphere has been developed. The conservation equations for the vapor and 
liquid were simplified, transformed into ordinary differential equations using an 
integral approach, and solved numerically. The theoretical variation of vapor film 
thickness with heater temperature and the resulting boiling fluxes were investigated. 
An experimental facility was built for the purpose of verifying the validity of the 
theoretical model and good agreement was found between the model and the ex
perimental data at low rpm. The instability of the vapor film near the minimum 
heat flux for a rotating surf ace flux was also investigated. 

Introduction 
A review of the boiling heat transfer literature over the past 

four decades reveals that a great deal has been accomplished 
in developing an understanding of film boiling. Nevertheless, 
there are still issues that have not been resolved. The first 
theoretical and experimental study of saturated film boiling 
heat transfer from a horizontal cylinder in a pool of liquid 
was made by Bromley (1950). His analysis, as demonstrated 
by the work of Breen and Westwater (1962), was applicable 
only to a limited range of heater diameters. The effect of heater 
diameter for spheres has also been examined. The theoretical 
models of Hendricks and Baumeister (1969), and Gunnerson 
and Cronenberg (1980) have indicated a large enhancement of 
heat flux for small spheres compared to large ones. Manson 
(1966), Ungar and Eichorn (1982), as well as Sankaran and 
Witte (1986) have shown that there is an azimuthal angular 
variation in film boiling fluxes over the surface of a spherical 
heater. Merte and Clark (1964) studied the boiling of nitrogen 
on copper spheres, 12.7 and 25.4 mm in diameter, under stand
ard and fractional gravity conditions. The film boiling heat 
transfer coefficient at 0.1 < gc/g < 1, was proportional to 
(gc/g)i/3, whereas the sphere diameter was not found to affect 
the heat transfer rates. Frederking and Clark (1962) performed 
an analytical study of heat transfer in pool building on a sphere 
with the assumption of a laminar vapor flow and a smooth 
vapor interface. Their final result, written in nondimensional 
form, differs from Bromley's analysis of a horizontal cylinder 
only by a numerical constant. Forced convection film boiling 
from a sphere in subcooled water was studied by Jacobson 
and Shair (1970) using a 5-kW, high-frequency induction heater 
to heat a 6.35-cm copper sphere continuously. They determined 
that the resulting heat transfer rates were higher than those 
theoretically predicted by Witte (1968) for saturated liquid. 
Witte and Orozco (1984) improved Witte's theoretical for
mulation of film boiling from spheres submerged in a flowing 
liquid by incorporating the effects of liquid pressure on the 
vapor film. Later, Orozco and Witte (1986) obtained the boil
ing curves for flow film boiling of Freon-113 from a fluid 
heater copper sphere. The theory developed by Witte and 
Orozco predicted heat fluxes very well for the heat transfer 
regime where stable film boiling existed over the entire heated 
area. For the case where a large vapor wake occurred behind 
the spherical heater, the measured film boiling fluxes were 
found to be higher, approximately by a factor of two, than 
the theoretically predicted fluxes. Heat transfer rates from 
nickel plated copper spheres moving in water were measured 
by Aziz et al. (1986). They were also able to identify a new 
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boiling regime. In this regime, small bubbles similar to those 
observed in nucleate boiling at low temperature were emitted 
from the interfacial region. The underprediction of the ex
perimental data by the various theoretical models has been 
addressed by Witte et al. (1983). They attributed part of the 
underprediction to the contribution of liquid-solid contact to 
the heat transfer process. This effect was incorporated by Witte 
et al. into the theoretical formulation previously developed by 
them. Recently, Dix and Orozco (1990) measured the 
heat transfer rates in the wake region of a sphere in forced 
convection film boiling. Heat transfer rates comparable to 
those obtained in the stable film boiling region were measured 
in the wake region. These measurements have made obsolete 
the commonly held notion that film boiling fluxes in the wake 
region were negligible. Another interesting aspect of film boil
ing research has been the determination of the stability criteria 
leading to the termination of the film boiling regime. The work 
of Henry et al. (1974) is of special significance in this field. 
Using Berenson's approach (1961) for film boiling stability 
over a flat plate, they added the effect of liquid-solid contact. 
Bradfield (1966), Stevens and Witte (1973), Yao and Henry 
(1978), Orozco and Witte (1986), and Sakurai et al. (1990) 
have provided evidence suggesting that the wavy nature of the 
film boiling liquid-vapor interface and the condition of the 
heated surface are the main causes for the occurrence of liquid-
solid contacts and the driving forces behind the destabilization 
of the vapor film. Recently, Tanaka (1988) presented a model 
for film boiling destabilization; however, his model does not 
match the theoretical findings very well. 

This brief literature review indicates that a good understand
ing of the heat transfer mechanisms of film boiling has been 
obtained in the last few years. With the purpose of further 
advancing our knowledge of the film boiling regime, this article 
reports on research designed to determine the influence of 
angular velocity on film boiling from a rotating sphere in a 
pool of liquid. A theoretical model based on boundary layer 
approximations has been developed. Experiments were con
ducted to verify the validity of the model on film boiling of 
Freon-113 from a 2.54-cm-dia rotating copper sphere. The 
behavior of the vapor film in the vicinity of the minimum flux 
was investigated. 

Experimental Apparatus 
The experimental apparatus used in this study employed a 

transient quenching technique and involved submerging a ro
tating 2.54-cm-o.d. heated copper sphere in a pool of Freon-
113. An overview of the apparatus is shown in Fig. 1. The 
essential component of the experiment, a hollow copper sphere, 
was made from two hollow hemispheres machined from a 4.00-
cm copper bar. The two hemispheres were press fitted along 
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Fig. 1 Experimental apparatus Fig. 2 Schematic of test sphere and slip ring apparatus 

the equator after having three, 30-gage, copper-constantan 
thermocouples mechanically peened to the inner surface of the 
hemispheres. The peening of the thermocouples was accom
plished by machining three 0.120-cm-deep cavities in the sphere 
inner surface. The thermocouples were then placed in the cav
ities and peened in place. The softness of the copper mass 
allowed for excellent thermal contact between the thermocou
ple beads and the copper mass. The hollow copper sphere 
including the location of the three thermocouples is shown in 
Fig. 2. An effort was made to minimize the fin effect of the 
sphere support rod on the heat transfer process. The rod was 
constructed out of stainless steel and its diameter was the 
smallest possible diameter that would accommodate all the 
thermocouple lead wires. Errors in thermocouples measure
ments were estimated to be on the order of 1 percent. The 
sphere was heated to a temperature adequate to achieve film 
boiling with the aid of an electric furnace. The electric furnace 
consisted of two semicircular ceramic shell heaters rated at 
1000 W maximum power output. Thermocouple measurements 
were made with a six-ring instrumentation slip ring mounted 
on the stem of the sphere. The slip ring was designed to handle 
a maximum of three thermocouples, as shown in Fig. 2. The 
device, although relatively simple in nature, allows the sphere 
to be set in motion while monitoring its temperature without 
any lead breakage. The instrumentation slip ring consisted of 
a fixed outer cylinder and a rotating inner cylinder with a set 
of six input and output terminals. The sphere thermocouples 
wires were connected to the inner cylinder input terminals by 

means of solderless connectors. The signals from the output 
leads were then sent to a Hewlett-Packard 3852 data acqui
sition/control unit. Thermocouple measurements were made 
at the rate of 50 samples per second. A 50.80-cm-tall rectan
gular tank with a 40.64 cm by 20.32 cm cross section was used 
for the experiments. The tank was constructed of 0.160-cm-
thick glass plate and had a capacity of 41.60 liters. The tank 
joints were cemented with high strength silicon adhesive and 
then reinforced with silicon rubber cement to prevent leakage. 
An immersion heater maintained the working fluid at the de
sired temperature level. The Freon-113 temperature was mon
itored with two copper-constantan, 304 stainless steel sheathed 
thermocouples connected to a digital thermometer with an 
accuracy of ± 0.1 °C. An effort was made to provide, as nearly 
as possible, a constant sphere angular rotation while the sphere 
was submerged in the liquid pool. The sphere was set in motion 
by means of a 0.25-hp, 90-V, electric motor and a d-c motor 
speed controller. 

Video recordings of the experiments were obtained with aid 
of a Sony TV Zoom Camera equipped with a 12.5-75 mm, 
f 1.8, zoom lens. In addition to the Sony camera, a large-
format, Crown Graphic Special view camera was used to record 
the boiling phenomena in detail. Photographs were taken at 
1/500 second on Polaroid type-55 Land film. 

Data Acquisition and Reduction 
Significant temperature variations occurred on the surface 
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Fig. 3 Theoretical model 

of the sphere during the boiling process. These variations in 
surface temperature brought about a dependence of the system 
boiling flux on both time and angular position. To solve for 
the sphere local boiling flux, a differential energy balance was 
conducted on the control volume shown in Fig. 3. Neglecting 
the effects of thermal radiation and convection between the 
air inside the sphere and the sphere's inside surface, the energy 
balance yields 

dTs 
(pCp)s — dV= qc(m) - <7c(out) - qb 

at 

where 

and 

<7c(out) <7c(in) — 
de 

kR sin 6 — 
de 

dd dy d<{> 

(1) 

(2) 

qb = R sin 6 d6d<)> q'b' (3) 

Substituting Eqs. (2) and (3) into Eqs. (1) and completing some 
algebraic steps (Dix and Orozco, 1990) yields the following 
expression for the local boiling flux: 

Qb=-
ks(Ro-Ri) 

R0 Rj 
dT dll 

™eTe+W -(PCP)S (Ro-Rl) 
dT 

Tt 

In order to compute the boiling flux as given by Eq. (4), the 
first and second derivatives of temperature with respect to 
angular position were evaluated as follows: 

A polynomial in 6 of the form 

(5) T(6)=a0 + al cos l - l + « 2 c o s 

subject to the following boundary conditions 

T ( 0 = O) = Ti 

T(d = -ir/4)=T2 (6) 

T(d = 3ir/4)=T} 

and 

dT 

dd 

dT 

' de 
= 0 

was assumed for the temperature distribution along the e di
rection. Tu T2, and T3 are the temperature measurements at 
the 0, 45, and 135 deg angular positions, respectively. Once 
the time-dependent polynomial coefficients a0, au and a2 for 
Eq. (5) were determined, expressions for the first and second 
derivatives of temperatures with respect to 6 were computed. 
The partial derivative of temperature with respect to time in 
Eq. (4) was next evaluated using the thermocouple measure
ments as follows: 

dT 
dt 

T(t + At)-T(t-At) 
2 At 

(7) 

where At is the time interval between consecutive thermocouple 
measurements. The process of computing the coefficients of 
Eq. (5) and the partial derivatives of temperature with respect 
to time and angular position was repeated at each time step. 

Theoretical Analysis 
It has been demonstrated by Rao and Prasad (1983) that 

film boiling problems are successfully approached using an 
integral solution. An integral method was, therefore, utilized 
in the formulation of film boiling from a rotating sphere to a 
subcooled liquid. 

Consider a rotating sphere in a subcooled liquid with film 
boiling occurring at the sphere surface. The sphere is main
tained at a uniform constant temperature T„ and heat is trans
ferred from the sphere mainly by conduction and radiation. 
The vapor and liquid boundary layers are assumed to be sym
metric about the vertical axis. In addition to the standard film 
boiling boundary layer assumptions, we assumed that the flow 
was laminar, with eventual transition to turbulent flow. The 
physical model and coordinate system are shown in Fig. 4. The 
velocity component u is in the x direction, v is in the y direction, 
w is the transverse velocity due to the body spin, and the angle 
6, measured from the forward stagnation point, denotes an
gular position. Neglecting any wake effects and assuming con
stant physical properties, the describing equations are presented 
below. 

Vapor Region. The velocity and temperature profiles in 
the vapor film are subject to the following boundary condi
tions: 

Heated surface iy= — 5„) 

uv=vv = 0 (8a) 

d2uu 

dy2 

T = T 

g sin d(pv — p{) u2R2 sin20 

(86) 

(8c) 
/t„ xvv 

where the last boundary condition evolves from the use of the 
momentum equation at the heated surface. 

Liquid-vapor interface (y = 0) 
M„=Mi„t = «/ 

T —T 

W 
Ui_ 

dy '-f-v 
duv 

dy 

Pi VI-U. 
d&u 

dx Pv\ Vv-U, 
as_„ 
dx = m 

(.9a) 

(9b) 

(9c) 

(9rf) 

The vapor boundary conditions on the x component of velocity 
and on temperature, Eqs. (8) and (9), are satisfied by the 
following two polynomials: 

uv = umt (1 +?)„) + — i/„(l + rj„) 

and 

g sin 6(p„-

V-v 

-ATV ij„ 

-Pi) o)2R2 sin2 e 

x v„ 

(10) 

(1 1) 

where «int is the liquid interface velocity, which is determined 
from the equality of velocity and shear stress at the liquid-
vapor interface, and r\v the dimensionless vapor thickness. 

Liquid Region. The temperature and velocity boundary 
conditions in the liquid region are as follows: 

w, = 0 

T,= Ta 

dy 

at v = 5/ (12) 

Journal of Heat Transfer AUGUST 1992, Vol. 114/697 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



§ 

180 

160 

140 

120 

100 

.80 

60 

40 

20 

^ ^ ^ • h a , . . 

^ ^ ^ t e 
Film Boiling Regime 

•> 9 = 0 ° 

» 9 = 45 ° 

• 9 = 1 3 5 ° 

FREON-113 
0 

TL= 21.1 C 

R.P.M. = 0 

^ » « 
a • 

M 

Cfl 

Tr
an

si
tio

r 
R

eg
im

e 

-

-

-

< • 

Nucleate 
Boiling 
Regime 

• . i . i . 

10 12 14 16 18 20 22 24 26 

Time ( sec ) 

Fig. 4 Typical temperature versus time curve and various stages of 
pool boiling during quenching of a sphere in subcooled Freon-113 

Second and third degree polynomials are prescribed for the 
temperature and velocity profiles in the liquid subject to the 
conditions given by Eq. (9) and (12) 

/i s3 , 8/g sin d(pr-/)«,)(!-m)3 i)i 
«/ = «int (1 -i)D + ~ (13> 

2 fi, 
T^T^ + ATdl-ri,)2 (14) 

From the equality of shear stresses at the liquid-vapor inter
face, we obtain the interface velocity, which is given by 

8? 
Ui„t = — 

B\ — bjxC\ 

3 + /*/5 

where 

and 

C, 

Bt=g sin 6(pi-px)/ni 

g sin d(ftv-pj) u2R2 sin2 6 

Hv x vv 

(15) 

(16) 

(17) 

Mass-Energy Balance. The heat balance on a differential 
film element as shown in Fig. 4 

dq = dqvap + dq, (18) 

where dqvap is the energy required to form vapor, and dqi is 
the energy conducted into the subcooled liquid when 7) < rsat. 
Equation (18) can be expanded as 

, an 
"By 

R sin 6 - k, — 
o &y 

R sin 6 

J* dx 
P„uvR sin 8 dy (19) 

The use of the liquid and vapor velocity and temperature pro
files in the energy-mass balance yields the following ordinary 
differential equation: 

5 * . (0, 5„, S,) + ^X2(6, S„ 6{) = X3 (6, 6, 6.) (20) 
do do 

The coefficients of Eq. (20) are complex functions involving 
fluid properties, angular position, and the liquid and vapor 
thicknesses. 

We next focus our attention on the liquid region. In this 
region, the energy equation may be rearranged into the con
servation form 

d(u,Tj) d(upT,) 
dx 

d2 

(21) 
dy 9 / 

The integration of Eq. (21) across the liquid boundary layer, 
see Fig. 4, yields 

d_ 

dx 

«/ 
u^T,-^) dy-ATbuint(l-p) 

dbv 
dx 

+ ATbP 
dx X . 

-ai) 
8T, 

dy x •n 

(22) 

The integration is finally completed when the velocity and 
temperature profiles in the two boundary layers are substituted 
into Eq. (22). The substitution results in the following first-
order nonlinear ordinary differential equation: 

d&>, 

dd 
Y2 {6, Sv Yi{0,&n8,)=Yi(6,8m6,) (23 ) 

where Yu Y2, and Y3 are functions similar to those found in 
Eq. (20). Expressions for the coefficients of Eqs. (20) and (23) 
are given in the appendix. Equations (20) and (23) allow us to 
solve for the thicknesses of the vapor and liquid layers as 
functions of angular position. A numerical solution to these 
two equations is now possible if the condition of symmetry at 
the forward stagnation point is used. This condition reads as 
follows: 

dAJA=0atd=0 
de de 

(24) 

Once the thicknesses of the two boundary layers are deter
mined, heat transfer results are obtained pertaining to both 
the local and overall heat transfer rates from the rotating sphere 
to the liquid region. The local heat transfer is given by 

\*w ^sat) (25) 

since the temperature profile inside the vapor film is linear. 
Based on the above equation, it is easy to show that the local 
heat transfer coefficient and the local Nusselt number are 

h=- (26) 

Nu = 
hD D 

The numerical integration of Eqs. (20) and (23) was performed 
using a fourth-order Runge-Kutta scheme after having deter
mined the initial values of <5„ and 5; from condition (24). Details 
on the numerical scheme have been discussed by Orozco et al. 
(1988). 

Discussion of Results 

Experimental Results. Figure 4 shows the temperature ver
sus time history for thermocouples T{( deg), T2 (45 deg), and 
T-s (135 deg) and Fig. 5 presents the calculated heat fluxes at 
the 45 deg and 135 deg locations for a nonrotating sphere in 
Freon-113 at 21 °C. The curves in Fig. 4 are representative of 
those temperature curves where the combination of initial 
sphere and liquid temperatures was such that the three boiling 
regimes that characterize pool boiling were achieved. In Fig. 
4 Tmin marks the end of the film boiling regime and the heat 
flux at this point is commonly known as the minimum heat 
flux or q "min. This minimum film boiling temperature exhibited 
a dependency on liquid temperature and sphere rotation. Be
yond rmin the heated surface experienced a sharp drop in tem
perature caused by the collapse of the vapor film. As liquid 
came into contact with the heated surface, the sphere entered 
the transition boiling regime and the slope of temperature 
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Fig. 7 Sequence of vapor film destabilization for zero surface rotation

versus time curve reached a maximum, which indicated that
the surface of the sphere was releasing a maximum amount of
energy per unit area. Thus, the upper limit in Fig. 5 is denoted
as q "max> the peak heat flux. Beyond q "max the sphere entered
the nucleate boiling regime. In the film boiling regime, the
sphere surface was virtually at a uniform temperature and with
a vapor blanket surrounding the heated surface. The photo·
graph in Fig. 6 illustrates the nature of the stable film boiling
regime observed in Freon-l13 for zero sphere rotation. It is
also worth mentioning at this point that an effort was made
to eliminate the influence of surface condition on the boiling
process. The sphere was not only polished to a mirrorlike finish
before every experimental run, but it was also heated in an
argon atmosphere within the electric heater to prevent oxi·
dation of the heated surface.

Effect of Surface Rotation for a Fixed Liquid Tempera
ture. The effect of rotation of the heated surface on the film
boiling process was examined for five different angular ve·
locities at a constant liquid temperature. For the case of no
rotation, waves in the vapor film originated at the sphere
forward stagnation point and traveled toward the sphere back
while increasing in amplitude and wavelength. Temperature
measurements and video recordings of the process shown by
sketches in Fig. 7 indicated that due to the oscillatory behavior
of the liquid-vapor interface, liquid-solid contact occurred on
the upper half of the sphere during stable film boiling. The
destabilization of the vapor film was observed to occur first
on the bottom half of the sphere preceded by frequent instances
of liquid-solid contact and followed by the occurrence of the
same phenomenon on the sphere upper half. However, once
the sphere was rotated, the destabilization of the vapor film
occurred in reversed order. The upper half of the sphere was
observed to enter the transition regime before the sphere lower
half. The photograph in Fig. 8 depicts the collapse of the vapor
film for a sphere rotation of 500 rpm. For high surface rotation
the vapor film became very unorganized in contrast to that
observed at low rpm. Figure 9 shows the temperature behavior
of the heated surface for sphere rotations of 500 and 1020
rpm, and Fig. 10 illustrates the computed fluxes. The dramatic
increase in film boiling fluxes shown in Fig. 10 was due to the
occurrence of two hydrodynamic effects as the rotation of the
sphere was increased. First, an increase in both amplitude and
frequency of oscillation of the waves emanating from the for
ward stagnation point was observed. Second, a wave pattern
in the azimuthal direction was also observed. The additive
effect of these two wave patterns gave the liquid-vapor inter
face a pulsating appearance and also resulted in a dramatic
increase in the frequency of liquid-solid contact. The photo
graph in Fig. 11 shows the two wave patterns observed for a
rotation of 1020 rpm in liquid Freon-l13 at 21°C. Multiple
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Fig. 13 Effect of sphere rotation on theoretical film boiling fluxes 

"humps" (more than one maximum) in the system boiling 
curves were observed once the sphere was set in motion. These 
multiple "humps" are a direct consequence of the frequent 
instances of liquid-solid contact registered during the quench
ing process. 

Numerical Results and Comparison With Experimental 
Data. All of the fluid properties used in the theoretical cal
culation were for Freon-113. This facilitated the comparison 
between theory and experiments at this end of the study. The 
dependence of the vapor layer thickness on angular position 
for a 500 rpm rate of rotation is illustrated in Fig. 12. The 
effect of surface rotation on the film boiling process is relatively 
weak when compared to the effect of liquid temperature. Fig
ure 13 shows the computed theoretical heat fluxes for different 
rotation rates for a liquid temperature of 21 °C. In order to 
facilitate the comparison between the theoretical model and 
the experimental data, the computer model was corrected to 
allow the surface temperature to vary in accordance with our 
measurements. The surface temperature, as prescribed by Eq. 
(5), was assumed constant and uniform at each angular po
sition. A comparison between theory and experiment for var-
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Fig. 14 Comparison between theory and experiment 

ious liquid temperature, see Fig. 14, indicates that the 
theoretical solution predicts the film boiling fluxes very well 
for low rpm. However, the large fluctuations in film boiling 
fluxes observed at high rpm are not predicted by the model. 
The theoretical model basically addressed stable film boiling 
and therefore cannot predict the film boiling fluxes resulting 
from the hydrodynamic instability caused by the rotation of 
the surface. The model should be adequate for predicting the 
average film boiling fluxes for high surface rotation. Figures 
14(a, b, and c) illustrate the comparison between the theoretical 
model and the experimental data for three different rotational 
speeds. 

Conclusions 
A theoretical model of film boiling from a rotating sphere 

in a pool of liquid has been presented. The model is able to 
predict the experimental data for low rpm. The model does 
not account for the instability of the vapor film at high rpm, 
and thus fails to predict the experimental data. The model, 
however, can be used to predict the average film boiling fluxes 
at high surface rotation. The high film boiling fluxes at high 
rpm are the result of liquid wetting the heated surface while 
the system is in the film boiling regime. This phenomenon is 
caused by the development of interfacial instability in the vapor 
film brought about by the rotation of the heated surface. 
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A P P E N D I X 

In the development of Eqs. (20) and (23), the following 
expressions were obtained for the coefficients of these two 
equations: 
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Analysis of Rewetting for Surface 
Tension Induced Flow 
An analytical investigation was conducted to determine the rewetting characteristics 
of thin, surface tension driven liquid films over heated plates as a function of the 
fluid properties, the film thickness, and the applied heat flux. Analytical expressions 
for the maximum sustainable heat flux and the rewetting velocity were developed 
for both flat and grooved plates and were compared with data from previous in
vestigations. The results indicated good agreement for low film velocities; however, 
at high velocities the experimental data deviated significantly from the theoretical 
predictions. It was hypothesized that this deviation was due to the presence of liquid 
sputtering near the liquid front. To compensate for this liquid sputtering, the expres
sions for maximum sustainable heat flux and rewetting velocity were modified using 
an empirical correction factor developed from the data of previous thin film thickness 
investigations. The resulting modified expressions were found to compare very fa
vorably with available experimental data over a large range of flow conditions and 
velocities. 

Introduction 

The evaporation of thin liquid films provides an excellent 
method for cooling hot surfaces and can result in extremely 
high heat transfer rates. Applications that utilize this technique 
are numerous and are playing an increasingly important role 
in such fields as heat pipe thermal control systems, evaporative 
coolers, heat transfer augmentation devices, and other more 
general applications in the chemical and petrochemical indus
tries. Because of the importance of thin film cooling, several 
recent experimental investigations have been undertaken to 
determine the parameters that govern this phenomenon. Spe
cifically, recent developments in the thermal control of high-
density electronic components (Peterson and Ortega, 1990) and 
two-phase heat rejection systems for spacecraft thermal control 
(Ellis, 1990) have served to focus attention on the problems 
associated with the heat transfer in the thin film region. Of 
particular interest in both of these situations are the rewetting 
characteristics of heated plates, determination of the maximum 
heat flux a plate with a given film thickness can sustain, and 
the rate at which a liquid will rewet a surface once all of the 
liquid has been evaporated. 

Several experimental investigations (Shires et al., 1964; Elliot 
and Rose, 1970; Kanlinin, 1969; Iloeje et al., 1982; Stroes et 
al., 1990) have attempted to determine experimentally the re
wetting characteristics of thin liquid films on the outer sur
face of heated rods, the inner and outer surfaces of heated 
tubes, and the horizontal surface of flat plates. Several other 
researchers including Orell and Bankof f (1971), Bankoff (1971, 
1990), and Ueda et al. (1983a, 1983b), have investigated the 
fundamental mechanisms involved in dryout and the flow re
wetting of thin liquid film flow. As noted by Bankoff (1990), 
these investigations provided substantial experimental data and 
considerable insight into the behavior of thin films on both 
circular tubes and flat plates; however, some of the conclusions 
reached have been contradictory. In general, it is apparent 
from reviewing the literature that no physical model exists that 
is capable of describing the governing physical phenomena or 
the effects of surface tension on the rewetting behavior of the 
thin liquid film region. 

Recently, Stroes et al. (1990) experimentally investigated 
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heat flux induced dryout and rewetting in thin films. The results 
of this work indicate that the film thickness, mass flow rate, 
surface tension, and inclination angle all significantly affect 
the minimum heat flux required for dryout and the maximum 
heat flux under which rewetting can occur. In addition, Peng 
and Peterson (1991) have developed an exact analytical solution 
for determining the rewetting velocity of thin liquid films as 
a function of the mass flux, i.e., pressure-driven flow where 
surface tension is neglected. Although this type of situation is 
important, it does not consider the transition behavior of sur
face tension induced flow. The inclusion of surface tension 
into these flow models is of critical importance in micro or 
zero gravity applications where these large body forces are not 
present, such as the design of high-capacity heat pipes for 
spacecraft thermal control (Alario et al., 1983; Ambrose and 
Holmes, 1991). 

In the high-capacity heat pipes currently under consideration 
for Space Station Freedom, the working fluid is distributed 
over the evaporator by a series of parallel circumferential 
grooves machined into the inner surface of the vapor channel. 
During orbital adjustments and/or docking maneuvers, local 
gravitational accelerations may result in depriming of these 
grooves and hence dryout. In order better to understand the 
rewetting characteristics of these types of thin, surface tension 
driven flows over heated surfaces, an analytical investigation 
was conducted to develop an expression for the rewetting ve
locity as a function of the fluid properties (including surface 
tension), the film thickness, and the applied heat flux. 

Theoretical Analysis 

Once dryout has occurred and the liquid begins to rewet a 
heated surface, the advancing liquid film is subjected to a wall 
shear stress and a capillary driving force. To simplify the prob
lem, assume initially that the liquid film is flowing on a flat 
horizontal plate, the liquid wets the surface of the plate, and 
a capillary force is induced by the surface tension and some 
characteristic capillary radius, R. Also assume that the flow 
is laminar and that the thermophysical properties are constant. 

With these assumptions, an integral technique can be used 
to analyze the liquid film flow. If the entire liquid layer is 
taken as the control volume and the liquid mass is assumed 
to increase as the length of the liquid layer increases, the phys
ical model can be represented as shown in Fig. 1. For a given 
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Fig. 1 Physical model 

time, t, the length of the liquid layer, x, is fixed and the liquid 
velocity would be the same for any point in the control volume 
(by continuity). This liquid velocity can be approximated by 
the mean liquid velocity, U, based on the layer thickness. 
Clearly, because the driving force (i.e., capillary pressure) is 
constant but the liquid mass and frictional force vary, the mean 
liquid velocity, U, will vary with respect to time and hence 
also with respect to the length of the liquid layer, x. 

Based on the above considerations, Newton's law for a liquid 
film that fully wets the surface can be written as: 

2(7 , dU 
-h-TwX = PlXh- (1) 

where U is the average velocity of the liquid film, x is the 
length of the liquid layer, and T„ is the wall shear stress. The 
time can be found from the relationship for velocity as, 

dx dt=u (2) 

For Newtonian fluids in laminar flow, the shear stress at the 
wall can be expressed as 

= W 
du 

Yy (3) 
\y=a 

For the case of interest here, the film thickness, h, and the 
average velocity, U, are both very small, hence it is reasonable 
to express the wall shear stress as 

Tw = N 
du 

Yy = /*/ 
7 = 0 

U 2ji,U 
h/2~ h (4) 

Substituting Eqs. (2) and (4) into Eq. (1) and rearranging yields 

dU 2<7 2\i) 

dx pixRu p/h2 (5) 

with boundary conditions, 

x = 0, U=0 (6) 

The rewetting velocity, U, should theoretically be determined 
by Eq. (5) with Eq. (6). However, a direct analytical solution 
for Eq. (5) is not available. Hence, a numerical technique was 
employed. Figure 2 illustrates the results obtained for several 

20 40 ) 80 100 120 140 160 180 200 

THE POSITION OF LIQUID FRONT (mm) 

Fig. 2 Liquid velocity as a function of position 

different cases in which the capillary radius was assumed to 
be equal to the film thickness, h. It should be noted that for 
very small changes in the liquid layer length (i.e., small values 
of A:) the change in momentum due to the increase in the mass 
of liquid in the control volume is comparable to the acceleration 
term in Eqs. (1) and (5) and cannot be neglected. However, 
for most practical applications, the question of greatest interest 
is whether the plate will rewet for large values of x. For these 
conditions, Fig. 2 illustrates that the results given by Eq. (5), 
in which the momentum change due to the mass increase is 
neglected, are reasonable. 

For the case of rewetting of the surface once dryout has 
occurred, the liquid film front was assumed to be driven by 
surface tension, and to advance along the surface of a plate 
on which a uniform heat flux, q, was applied. At the leading 
edge of the advancing liquid front, some of the liquid that is 
flowing due to surface tension is vaporized and the remaining 
liquid advances with a velocity Uw, known as the wetting front 
velocity. The heat required to vaporize the liquid is supplied 
by conduction from the dry hot zone of the plate. Two things 
are intuitively apparent: First, the wetting velocity for an un-
heated plate is higher than for a heated plate, since in the latter 
case, some of the liquid is vaporized, reducing the liquid mass 
flow rate and second, when dryout occurs not all of the heat 
supplied to the plate is absorbed by the vaporization of the 
liquid. 

To solve this problem, the conduction equations for the plate 
were transformed to a coordinate system moving with the 
wetting front at a velocity Uw, as shown in Fig. 1. In addition, 
several other fundamental assumptions were made. These can 
be summarized as follows: 

1 Conduction heat transfer through the plate is one-dimen
sional. 

c = 
h = 
*/ = 
k = 

m„ --
Pr = 
q = 
Q = 
R = 

Re = 
T = 

= specific heat of the plate 
= thickness of liquid films 
= liquid latent heat 
= conductivity of the plate 
= vaporization rate of liquid 
= Prandtl number 
= heat flux 
= total heat input 
= capillary radius 
= Reynolds number 
= temperature 

/ 
T 
1 s T 

1 w 

U 

uw u 
x 
a 
6 
5, 

= time 
= liquid saturation temperature 
= surface temperature at the 

rewetting front 
= average velocity of the liquid 
= rewetting velocity 
= liquid velocity 
= length of liquid film layer 
= thermal diffusivity of the plate 
= thickness of the plate 
= thermal boundary layer thick

ness 

6/ = the superheated liquid thermal 
boundary layer thickness 

li = absolute viscosity 
P = density 
a = surface tension 

= shear stress 

Subscripts 
= moving coordinate frame 

/ = liquid 
max = maximum 

w = wetting 
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2 The thermophysical properties are constant. 
3 The liquid temperature at the rewetting front, 7), is dif

ferent from the rewetting temperature, T„, which is assumed 
to be constant and equal to saturation temperature, 7^. 

4 The convective heat transfer between the plate (dry hot 
zone) and air (or vapor) along with the radiation between the 
hot surface and the surroundings is neglected. 

Utilizing these assumptions, the one-dimensional conduction 
equation for the plate yields 

d2T 

dx'2' 
q 

pc--
dT 

- pc — 
dt 

and for a moving coordinate system, 

dx' 

Hence, Eq. (7) simplifies to: 

dt = 

d2T q dT 

dx'1 r. PCUW- , 

8 dx 

(7) 

(8) 

(9) 

with boundary conditions, 

x'=0, T{x') = Tw 

X — o o , 
dT 
dx'' 

•finite value (10) 

The solution for the resulting one-dimensional, homogeneous 
equation 

dLT 
dx'1' 

-pcUw 
dT 
dx' 

- = 0 

3"= cx + c2 exp 
pcUw 

(11) 

(12) 

where c, and c2 are integral constants. Further, the nonhom-
ogeneous equation, Eq. (9), with the conditions given by Eq. 
(10) can be solved, and yields 

T=T„ + - q 
pcU„S 

From this, the total heat conduction at x' 
as, 

Q = 8k 
dT 

dx' 
qk 

pcUw 

qa 

(13) 

0 can be found 

(14) 

Utilizing an energy balance, the total heat conduction in the 
region of the wetting front is equal to the energy absorbed by 
the liquid vaporization, or 

Q = mvhf=(U-Uw)p,hhf (15) 

where U is determined by Eq. (5). Combining Eqs. (4) and 
(15) yields 

(U- Uw)p,hh </= 
qa 

''TL 

U2 

Pihhf 

Solving this expression for the rewetting velocity yields 

£/» = U± If 
4qce 

p,hhf 

(16) 

(17) 

(18) 

If the second term of the right-hand side of Eq. (18) is negative, 
the rewetting velocity must increase with increases in, the ap
plied heat flux, because the second term becomes smaller with 
increases in the applied heat flux. This is obviously not possible; 

therefore, the second term must be positive. Hence, the rew
etting velocity can be expressed as, 

Uw 
1 

U+ If 
4qa 
p,hhf 

(19) 

When the surface temperature of a plate is higher than the 
rewetting temperature, 7",,,, and the heat flux is below the re
wetting value, the plate will rewet and the rewetting velocity 
can be found by Eq. (19): It is clear from this expression that 
the rewetting velocity is closely related to the heat flux, the 
liquid film thickness, the thermal properties of both the liquid 
and the plate, and the velocity of the liquid film. Practically, 
however, the velocity of the liquid film depends only on the 
thermophysical properties of the liquid, the film thickness, the 
capillary radius, and the position of the film front. As a result, 
the rewetting velocity depends strongly upon the thermal prop
erties of the liquid and the plate, the applied heat flux, the 
film thickness, the capillary radius, and finally, on the position 
of the film front. This expression, Eq. (19), provides theoretical 
evidence to support the explanations proposed by several pre
vious experimental investigations. Furthermore, because the 
wetting conditions of the heated plate, the existing real roots 
of Eq. (17) or Eq. (18) should be 

U2 4qa_^ 

pthhf 
:0 

the limiting condition is, 

U2 4qa 
= 0 

(20) 

(21) 
Pihhf 

Therefore, for a given film flow driven by surface tension, the 
maximum heat flux under which rewetting can occur is 

Pihhf U2 

4a q* (22) 

The maximum heat flux, qmm, is related to the thermophysical 
properties, the film thickness, the capillary radius, and the 
position. The analysis shows that the applied heat flux cannot 
exceed the value predicted by Eq. (22), otherwise the liquid 
film will be unable to provide sufficient cooling to allow the 
surface to rewet. What is also apparent, and perhaps more 
significant, is that the maximum sustainable heat flux, qm3X, 
depends on the position of the liquid film front. This indicates 
that some dry hot regions may never rewet or that the rewetting 
length of a flat plate is limited and dependent upon a given 
heat flux. 

The relationship between the maximum heat flux and the 
position of the film front is illustrated in Fig. 3 and corresponds 
to the case in Fig. 2 for a Freon TF/copper combination. As 
illustrated, the maximum heat flux varies with respect to 
changes in the position. To verify and determine reliability 
and accuracy of the analytical solution, experimental data from 
the investigation of Stroes et al. (1990) are also illustrated. It 
is important to note that the experimental data points plotted 
in Fig. 3 are for velocities that correspond with the theoretical 
solution but not necessarily the liquid position. As illustrated, 
the experimentally obtained rewetting heat flux values for Freon 
TF on a copper plate are in reasonably good agreement with 
the theoretical values obtained using Eq. (22), at low velocities. 
However, as the film velocity increases, the difference between 
the measured and predicted values diverge significantly. 

Effect of Sputtering 
In the previous analysis, all of the liquid was assumed either 

to be vaporized or to remain on the plate with the advancing 
front. In the actual case, however, some of the liquid may 
leave the plate as droplets, due to the explosive forces resulting 
from boiling, and may be deposited a short distance ahead or 
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Fig. 3 Maximum heat flux as a function of position 
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Fig. 4 Comparison of the analytical model and the experimental data 
of Stroes et al. (1990) 

Combining Eqs. (26) and (27) yields 

behind the advancing front. This phenomenon is referred to 
as sputtering and may account for the variation between the 
theoretical values predicted by Eq. (22) and the values meas
ured by Stroes et al. (1990). 

Clearly, evaporation of the liquid will occur only after the 
liquid has been heated to some level of superheat. At the 
wetting front, the film is heated by the hot plate to a temper
ature that approaches the Leidenfrost temperature. In ac
tuality, only a thin layer of the liquid immediately adjacent to 
the plate will reach a sufficiently high temperature to be va
porized. Because of the rapid boiling that occurs in this thin 
layer, the liquid above it may be carried off by sputtering. To 
compensate for the liquid carried off by sputtering, an expres
sion for the thermal boundary layer thickness for laminar flow 
presented by Kays and Crawford (1980) 

-4 = 4.64 Re x , 2 Pr , 3 

was modified as 

5J 
h 
^ = 4.64 | ' - H 2 R e A

2 P i y 3 

(23) 

(24) 

where 5, replaces h as the thickness of the evaporated liquid 
film. The exact shape and length of the liquid film at the wetting 
front where vaporization occurs is difficult to determine an
alytically. As a result, the term x'/h can be determined ex
perimentally and used as a correction factor to compensate 
for the liquid lost through sputtering. 

Trial and error indicated that letting this correction factor 
equal one-eighth, i .e., 

1 
o (25) 

x 

would result in significant improvement in the agreement be
tween the theoretical predictions from Eq. (22) and the ex
perimental data of Stroes et al. (1990). Substitution results in 
the following expression: 

h~ 
T = 0.58Re / ,

2Pr /
3 (26) 

In the thin liquid region near the advancing front, the liquid 
may be superheated and hence vaporized. For this case, an 
energy balance yields 

(27) 

(U-Uw) p,hf 0.58Re,,2Pr ; h = 
go. 

(28) 

Rearranging and simplifying yields a modified expression for 
the rewetting velocity, Uw, of 

uA u+. u-
Aqa 

0.5HRei,2Pri3pihjh 

(29) 

in terms of the Reynolds and Prandt l numbers . Likewise, a 
modified expression for the maximum heat flux, qmax, can be 
found as 

<7max = 0.145 -4-u2 
(30) 

aPr3 

Figure 4 compares the maximum heat flux as predicted by 
Eqs. (22) and (30) with the experimental data of Stroes et al. 
(1990). As illustrated, Eq. (22) significantly overpredicts the 
maximum heat flux at large mass fluxes, while the modified 
correlation, Eq. (29), compares quite favorably for a wide 
range of mass flux values. 

Regardless of whether sputtering occurs, provisions must be 
made for the sensible heating of the liquid in the thermal 
boundary region. This can be done by applying an energy 
balance in the region of the wetting front or 

0.58Re,,2Pr,3 (£/-£/„) p,hfh 
Tw+T, 

TA+ch 

Letting 

h'r 
Tw-T, l + ch 

qa 

(31) 

(32) 

and the coefficient c be used to represent the amount of sub-
cooling of the liquid (i.e., when b',<cb, the liquid temperature 
is higher than the saturat ion temperature and liquid can be 
evaporated) the rewetting velocity and maximum heat flux can 
be written as 

U-- u+ In2 Aqa 

r 
p,hjh 

r ' h 
0.58Re/,2Pr,3 

(33) 
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(/MP/)"5*/ h1 1 
<?max = 0.145 r U2 (34) 

2PrJ 

respectively. It should be noted that although the correction 
used for sputtering here results in a favorable comparison of 
the experimental and theoretical values, the correction factor 
proposed must be verified through other experimental inves
tigations prior to general use. 

Conclusions 
An analytical investigation was conducted to determine the 

rewetting characteristics of thin, surface tension driven liquid 
films over heated plates as a function of the fluid properties, 
the film thickness, and the applied heat flux. Analytical expres
sions for the maximum sustainable heat flux and the rewetting 
velocity were developed for both flat and grooved plates and 
were compared with data from previous investigations. The 
results indicated good agreement for low film velocities; how
ever, at high velocities the experimental data deviated signif
icantly from the theoretical predictions. It is believed that this 
deviation is due to the presence of liquid sputtering near the 
liquid front. To compensate for this liquid sputtering, the 
expressions for maximum sustainable heat flux and rewetting 
velocity were modified using an empirical correction factor 
developed from the data of previous thin film thickness in
vestigations. The resulting modified expressions were found 
to compare very favorably with available experimental data 
over a large range of flow conditions and velocities. 

Through the use of this analytical model, the rewetting char
acteristics of high-capacity heat pipes in reduced gravity en
vironments can be predicted and the heat reduction required 
for rewetting to occur can be determined. 
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Forced Confection Condensation 
of Steam on a Small Bank of 
Horizontal Tubes 
Heat transfer measurements are reported for condensation of steam flowing vertically 
downward over a small bank of staggered horizontal tubes having 10 rows with 4 
and 3 tubes per row. The tubes in each row were connected in series and separately 
supplied with cooling water. The cooling water flow rate and temperature rise were 
measured individually for each row and tube-wall temperatures were measured on 
selected tubes. Data were obtained at slightly above atmospheric pressure and the 
range of steam approach velocity (based on the cross-sectional area of the duct) 
was 6 to 23 m/s. A general trend of decreasing heat transfer coefficient with depth 
in the bank was found. However, superimposed on this was a "saw-tooth" effect 
with the three-tube rows having higher coefficients than the rows with four tubes. 
The amplitude of the coefficient variation decreased down the bank and was also 
less pronounced at lower vapor velocities. When compared with other experimental 
data for condensation of steam on small staggered banks, the present data exhibit 
somewhat higher vapor-side, heat transfer coefficients. 

Introduction 
Many of the condensers used in the chemical, process, and 

power industries employ banks of horizontal tubes with vapor 
condensing on the outside of the tubes. It is usual to use baffles 
to direct the vapor in crossflow over the tube banks. In practice, 
all directions of vapor flow in relation to the tubes are possible. 
However, vertical vapor downflow, where mean shear stress 
effects and gravity are in the same direction, lends itself most 
readily to the study of the complex phenomena involved. 

For vertical vapor downflow, observations have shown that 
the vapor-side, heat transfer coefficient decreases with pene
tration down the bank. This can be attributed to: 

(i) The drop-off in the vapor shear effect due to the re
moval of vapor by condensation and the consequent 
decrease in vapor velocity, 

(ii) inundation, and 
(Hi) the build-up of the noncondensing gas concentration 

as vapor is removed by condensation. 

The interaction between these effects and their relative im
portance has resulted in much scatter of experimental data 
obtained in earlier investigations (Fuks, 1957; Grant and Os-
ment, 1968; Eissenberg, 1972; Fujii et al., 1972b; Nobbs, 1975; 
Nobbs and Mayhew, 1976). 

The combined effect of vapor shear stress and condensate 
inundation is often evaluated by multiplying an "inundation-
correction factor" and a heat transfer coefficient given by a 
single-tube equation. For the case of the single tube, Shekri-
ladze and Gomelauri (1966) used the asymptotic (infinite con
densation rate) expression for the shear stress at the condensate 
surface to obtain an approximate interpolation formula, which 
may be expressed as: 

NuRe~ 1 / 2 = 0.64[l + (l + 1.69F)1/2]1/2 (1) 

Equation (1) satisfies both gravity and vapor-shear controlled 
extremes, and gives values of Nu within 2 percent of numerical 
solutions. Rose (1984) resolved the Shekriladze-Gomelauri 
problem and obtained an improved equation 
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Nu Re" 
0.9 + 0.728F1/z 

: ( l + 3 . 4 4 F 1 / 2 + F)L (2) 

which agreed with numerical solutions to within 0.4 percent. 
Fujii et al. (1972a) attempted a more accurate representation 

of the surface shear stress by considering both the condensate 
film and the vapor boundary layer and matching the shear 
stress on either side of the interface. An approximate integral 
method was used for the vapor boundary layer. Numerical 
results were summarized by an approximate equation, which 
may be written 

1/4 

Nu Re" = 0.9(1+ G - K l / 3 1+-
0.421 F 

(1 + G - K4/3 (3) 

For most of the practical range for which G> 1, the Nusselt 
numbers given by Eqs. (1), (2), and (3) are very close to one 
another and they virtually coincide for values of G greater 
than about 5. 

The use of an inundation correction factor together with a 
single-tube, vapor-shear equation, in the calculation of the heat 
transfer coefficient for tube banks, neglects the interaction 
between vapor and condensate flows. For example, Nobbs 
(1975) suggested that, as the vapor velocity increases, liquid 
entrainment into the vapor flow also increases. Brickell (1981) 
suggested a two-phase flow approach whereby pressure-drop 
considerations could indicate the nature of the flow from which 
its effects on heat transfer might be deduced. 

It is clear that the physical processes associated with con
densation on tube banks are not well understood. The effects 
of vapor shear stress and condensate inundation still remain 
to be accurately evaluated. Toward this end, the present paper 
provides new, reliable experimental data for steam at slightly 
above atmospheric pressure flowing vertically downward over 
a staggered tube bank. The data are compared with earlier 
single-tube steam results of Michael et al. (1989) and Michael 
(1988) and with the tube-bank results of Fujii et al. (1972b) 
and Nobbs (1975) also for steam. 

Apparatus and Procedure 
Site steam was supplied at an absolute pressure of approx-
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imately 8 bar and a temperature of about 175°C. After passing 
through a separator, where any liquid water was removed, the 
steam flow was metered using an orifice plate of diameter 30 
mm. Steady conditions were maintained by means of pneu
matically actuated flow and pressure controllers, which were 
set to automatic mode at the desired conditions. This gave, at 
approach to the test section, a steam pressure slightly above 
atmospheric with superheat in the range 20 K to 50 K depending 
on the flow rate. The steam was then passed, via flow straight-
eners, into a calming section (3.6 m long) before entering the 
test section where the experimental tube bank was located. 
Downstream of the test section, condensate was removed by 
a second separator and passed through a cooler prior to dis
charging into a drain. The excess vapor was led to a "dump" 
condenser operating at near-atmospheric pressure. A "vent" 
condenser could also be operated at high steam flow rates for 
additional condensing duty. The condensate from the dump 
and vent condensers was collected in a tank, fitted with a glass 
level-indicating tube, before finally returning to the boiler via 
a condensate manifold. 

Figure 1 shows a schematic diagram of the test section. This 
was a 330-mm-high rectangular cross-section (180 mm active 
tube length by 80 mm width) duct fitted with observation 
windows on both sides to enable viewing of the condensation 
process and the two-phase flow within the tube bank. The tube 
bank was 10 rows deep and preceded by three dummy, i.e., 
uncooled, rows. Alternate rows of four and three tubes were 
used with dummy half-tubes on the test-section walls for the 
three-tube rows. The condenser tubes (outside and inside di
ameters of 14 mm and 9.88 mm, respectively) were nickel plated 
to minimize the possibility of dropwise condensation and were 
arranged in a staggered configuration with an equilateral tri
angular pitch of 20 mm. The tubes were insulated from the 
walls of the test section with nylon bushes. 
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| j § DUMMY TUBE 

Q TEMPERATURE INSTRUMENTED TUBE 

( ~ ) CONDENSER TUBE 

0 * > • • 
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NO 
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Fig. 1 Schematic view of test section 

Nomenclature 

A = flow area, see also Eq. (5) 
A( = tube row inside surface L = 

area McdJ = 
Amin = minimum flow area in va

por space M„ = 
Amv = "mean void" flow area in 

vapor space, defined in TV = 
Eq. (9) Nu = 

A0 = tube row outside surface Nuc = 
area 

A is = cross-sectional area of va
por duct 

C, = constant in Eq. (8) P = 
Dt = tube inside diameter P, = 
D0 = tube outside diameter Prc = 

F = ixgD0hfg/(kUlATv) 
F,s = value of F when Um is 

based on A,s Q = 
G = k*TJpp/tovliJ)1'2/(nhA) R* = 
g = gravitational acceleration 

hfg = specific enthalpy of evapo- Re = 
ration 

k = condensate thermal con- Rec = 
ductivity 

kc = coolant thermal conductiv
ity (calculated at mean Rete = 
coolant temperature) 

kw = tube wall thermal conduc- TSM(P) = 

tivity 

tube length 
mass condensation rate on 
the /th row of tubes 
vapor mass flow rate up
stream of test section 
tube row number 
Nusselt number = a0D0/k 
coolant Nusselt number 
= QDj/(kcATwc) (properties 
at mean coolant tempera
ture) 
steam pressure 
pitch 
Prandtl number of the 
coolant (properties at mean 
coolant temperature) 
heat transfer rate 
tube wall thermal resist
ance = D0ln(D0/Di)/2k„ 
two-phase Reynolds num
ber = U^Dop/fi. 
Reynolds number of the 
coolant (properties at mean 
coolant temperature) 
value of Re when U„ is 
based on Ats 

saturation temperature at 
P 

mean outside tube wall 
temperature 
overall heat transfer coeffi
cient 
vapor approach velocity 

UO°,N+[ = vapor velocity at approach 
to (N+ l)th row, see Eq. 
(5) 
coolant velocity 
coolant-side, heat transfer 
coefficient 
vapor-side, heat transfer 
coefficient 
log-mean temperature dif
ference 
temperature drop across 
the condensate film 
inside wall to mean coolant 
temperature difference 
condensate dynamic viscos
ity 
coolant dynamic viscosity 
(calculated at mean coolant 
temperature) 
coolant dynamic viscosity 
calculated at the tube wall 
inside temperature 

/*„ = vapor dynamic viscosity 
p = condensate density 

pv = vapor density 

T = 
1 w — 

U„ = 

£4, = 

uc 
a; 

AT,m = 

AT, = 

AT„C = 

P'CW 
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Cooling water was pumped through the condenser tubes via 
ten turbine flowmeters. Each row of tubes was individually 
cooled and nylon header plates at each end of the test section 
were used to series-connect the tubes in each row. A mixing 
chamber was located at each row outlet to ensure that a good 
mixed bulk temperature was measured. In each test the coolant 
flow rate was set as nearly as possible to be the same for all 
tube rows. Three coolant velocities in the range 1.75-3.25 
m/s were used for each steam flow rate. The inlet and outlet 
temperatures for each row were measured using accurately 
calibrated thermocouples and having regard to adequate iso
thermal immersion of the leads near the junctions. In earlier 
single-tube tests (see Michael, 1988), using the same apparatus, 
the coolant temperature rise, measured as in the present work, 
agreed with measurements using platinum-resistance thermom
eters to within ±0.1 K; this represents about 1 percent of the 
lowest cooling water temperature rise measured across any row. 
The observed coolant temperature rise in the present work was 
in the range 14-20 K for the top row and 10-15 K for the 
bottom row. On this basis, and allowing for uncertainty in the 
coolant flow rate measurement, the mean heat flux for each 
tube row was determined to within 2 to 3 percent. 

The vapor velocity was found from the steam flow rate 
calculated from the measured pressure drop across the orifice 
plate. In earlier single-tube tests using the same apparatus (see 
Michael, 1988) the measured steam flow rate was compared 
with that obtained from condensate collection measurements 
and the agreement was found to be better than ±3 percent. 
The steam pressure and temperature variations through the 
tube bank were measured with a differential-pressure trans
ducer (accuracy of ±0.25 percent of calibrated span) and seven 
mineral-insulated copper-constantan thermocouples, respec
tively, at the locations indicated in Fig. 1. 

Tube-wall temperatures were measured by copper-constan
tan thermocouples embedded in the walls of selected tubes in 
the first, second, fourth, sixth, eighth, and tenth condensing 
row. Four thermocouples, circumferentially equispaced and 
with junctions midway along the tube, were located in slots in 
each instrumented tube. Two instrumented tubes were placed 
in the tenth condensing row to provide data on the variation 
of the wall temperature in the direction of the coolant flow. 
The measured vapor-side temperature differences were in the 
approximate range 10 to 20 K. 

For steady conditions, pressures, temperatures, and flow 
rates were measured at several cooling water flow rates and 
for several steam approach velocities. A total of 25 runs (steam 
and coolant flow rate combinations) was carried out. 

The steam approach velocity Um was obtained from 

Ua 
Mv 

(4) 

and the steam velocity just upstream of the (N+ l)th row, 
U<»,N+I, from 

N 

U<x,N+l= ~A (5) 

where Mcdi,- is the mass condensation rate on the ;th row of 
tubes and was obtained from the observed heat transfer rates, 
and A is the appropriate flow area defined later. 

For rows with thermocouple-instrumented tubes, the steam-
side heat transfer coefficient was obtained from the observed 
heat flux and the difference between the vapor temperature 
and the arithmetic mean of the measured tube-wall tempera
tures. A small correction was made for the temperature drop 
in the tube wall between the surface and the position of the 
thermocouple. For the other rows (third, fifth, seventh, and 
ninth), the condensing heat transfer coefficient was inferred 
by subtracting coolant-side and wall thermal resistances from 
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Fig. 2 Variation of overall heat transfer coefficient with tube row num
ber for three steam velocities 

the measured overall thermal resistance. The latter was given 
by 

-L- = ̂  (6) 
U0A0 Q 

and, assuming uniform radial conduction within the tube wall 
so that 

1 1 * , 1 
(7) 

(8) 

U0A0 ajAj A0 a0A0 

The areas in Eqs. (6) and (7) relate to a row of tubes. 
An equation of the form 

a, = C,.^Re?-8Pr^f^ 
Di \nc„ 

was used for the coolant-side heat transfer coefficient. A value 
of 0.0285 was used for Q in Eq. (8). C, was determined by 
fitting the measured coolant-side coefficient for the top con
densing row which has the same number of tubes (i.e., four) 
as the uninstrumented rows (see Fig. 3). The value of C, adopted 
is very close to that obtained using the expression given in Bird 
et al. (1960) for the present length-to-diameter ratio and range 
of coolant Reynolds number. 

Results and Discussion 
In contrast to the observations of Eissenberg (1972), Nobbs 

(1975), and Nobbs and May hew (1976) the present investigators 
did not observe "side drainage" of the condensate toward the 
walls of the test section. The condensate appeared to drain 
vertically in droplets from one tube to the next. 

After the first condensing row, the observed steam temper
atures were close to saturation values and were essentially 
uniform through the bank owing to the small pressure drop. 
Saturation temperatures corresponding to the observed pres
sures were used in the calculation of the vapor-side temperature 
drops and heat transfer coefficients. 

Figure 2 shows the variation of the overall heat transfer 
coefficient with row number for a coolant velocity of 3.25 
m/s (all tube rows) and three steam approach velocities. The 
general trend, in all three cases, shows that the heat transfer 
coefficient decreases slightly with penetration down the bank. 
However, an unexpected row-to-row "saw-tooth" variation 
of coefficient is revealed, with the three-tube rows apparently 
more effective than the four-tube rows. It may be noted that 
the variations in overall heat transfer coefficient were the result 
of variations in the heat flux from row to row. For instance, 
for the case where U«, = 12.5 m/s, the heat fluxes for the first 
three rows were 483 kW/m2, 531 kW/m2, and 462 kW/m2. 
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Fig. 3 Observed coolant-side heat transfer results for the first, second, 
fourth, sixth, eighth, and tenth rows 

For all rows, the logarithmic mean overall temperature dif
ference varied by less than 3 percent about a mean value near 
to 53 K. The behavior shown in Fig. 2 is typical of that found 
at all vapor and coolant velocities. 

As the tube-wall temperature were measured only for the 
first, second, fourth, sixth, eighth, and tenth condensing rows, 
it was necessary to obtain a coolant-side heat transfer corre
lation to determine the vapor-side heat transfer coefficients 
for the other rows. The coolant-side heat transfer results for 
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Fig. 4 Variation of steam-side heat transfer coefficient with row number 
for three steam approach velocities (U, = 3.25 m/s) 

each of the six temperature-instrumented tube rows are shown 
in Fig. 3. It can be seen that similar results are obtained for 
all rows. The range of values of the leading coefficient C, in 
Eq. (3) (slope of the "least-squares" line) is 0.0263 to 0.0286. 

The fact that the amplitude of the row-to-row variation in 
overall coefficient decreases with increasing vapor velocity (in
creasing vapor-side coefficient) suggests that the saw-tooth is 
a vapor-side phenomenon. Figure 4 shows the variation of the 
steam-side, heat transfer coefficient with row number for the 
same runs as those shown in Fig. 2. The vapor-side, heat 
transfer coefficients for rows with thermocouple-instrumented 
tubes were determined from the observed heat fluxes and meas
ured vapor-to-wall temperature differences. For the rows with
out wall thermocouples, the vapor-side heat transfer 
coefficients were calculated from Eqs. (6)-(8), using a value 
of 0.0285 for C,. This was the value found for the top con
densing row, which has the same number of tubes (i.e., four) 
as the uninstrumented rows. Note that closely similar results 
would have been obtained when using any values of C, in the 
range 0.0263-0.0286. 

It is clearly seen from Fig. 4 that the row-to-row saw-tooth 
variation of the overall heat transfer coefficient (shown in Fig. 
2) is due to corresponding variation of the steam-side coeffi
cient. The three-tube rows are apparently more effective than 
the four-tube rows. Similar behavior has also been found by 
Shah (1978) for condensation of isopropanol at pressures in 
the approximate range 1 to 1.5 atm, on a nine-row, staggered 
tube bank with alternate rows of six and five tubes (see Fig. 
5). As in the present case, Shah found that the higher coef-
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Fig. S Heat transfer coefficient for isopropanol condensing on a stag
gered tube bank (Shah, 1978) 

ficients occurred on the rows with fewer condensing tubes and 
incorporating dummy half-tubes on the walls of the test sec
tion. 

For a particular vapor approach velocity, the amplitude of 
the variation of the heat transfer coefficient appears to decrease 
with tube-row number. This behavior is observed for all three 
vapor approach velocities considered and is most clearly shown 
at the two lower values of Um (7.3 m/s and 12.5 m/s). For 
these cases, the magnitudes of the thermal resistances on the 
vapor and coolant sides are closer to each other and the cal
culated vapor-side coefficients for the rows without an instru
mented tube are therefore more accurate. At the highest vapor 
velocity (21.3 m/s), there are larger uncertainties in the cal
culated values of a0 for the uninstrumented rows as the process 
becomes coolant-side dominated. 

The general trend of the present data shows the condensing 
heat transfer coefficient decreasing with penetration down the 
bank, as expected. This may be attributable both to the drop
off in the vapor-shear effect as condensation occurs and also 
to increased inundation. 

Comparisons between the present tube-bank data and the 
single-tube theoretical result (i.e., Eq. (2)) are made in Fig. 6 
for three vapor approach velocities. In determining the di-
mensionless parameters Nu, Re, and F, h/g was evaluated at 
Tsat(P) and other properties at (1/3) Tsat(P)+ (2/3) Tw. For 
a given approach velocity, each tube row experiences a different 
effective vapor velocity owing to condensation on the rows 
above. Thus, for a given run, each tube row provides separate 
values of the parameters used in plotting Fig. 6. Vapor veloc
ities for each row were found using Eq. (5) where the area A 
may be one of the following: 

(0 the cross-sectional area of the steam duct, Als, 
(if) the minimum flow area, Amin, and 
(Hi) the "mean void area," Amv, as defined by Nobbs 

(1975), and for the present tube bank, given by 

Amv = 4L[P, 2V3P,, 
(9) 

Amv is the void volume of the bank (i.e., volume of the duct 
less volume occupied by the tubes) divided by the height of 
the bank. 

It is seen that the data follow the same general trend as the 
theoretical single-tube line with measured values of 
NuRe~1/2 higher for higher vapor approach velocities. Best 
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Fig. 6 Comparison of present data with Eq. (2) using three different 
areas for calculating vapor velocity 
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Fig. 7 Comparison of present data with those of Fujii et al. (1972b) and 
Nobbs (1975); all vapor velocities based on "mean void area" 

overall agreement is found when the vapor velocity is based 
on the "mean void area" (method (Hi) above). For this case 
most of the present tube-bank data are represented by the 
single-tube theoretical result to within about ±35 percent. 

The present data are compared in Fig. 7 with earlier meas
urements for condensation of steam on small tube banks. The 
present data for the rows with three tubes and those with four 
tubes are distinguished. The parameters of the single-tube the
oretical equation (Eq. (2)) have been used as a basis for the 
comparison. The mean void area has been used to calculate 
the vapor velocity in all cases. The following may be noted: 

(a) The present data are in fairly good agreement with those 
of Fujii et al. (1972b). 

(b) The results of Nobbs (1975) are generally lower. 
(c) The present results are, except at the lowest values of 
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F(highest vapor velocities), in quite good general agree
ment with Eq. (2). Equation (2) is conservative with 
respect to the data for the highest vapor velocities. 

It should be noted that the present heat transfer data were 
obtained for condensation of steam at near-atmospheric pres
sures on a staggered tube bank having ten condensing rows of 
alternate four and three tubes per row with three dummy (i.e., 
noncondensing) rows at the top of the bank. The data of Fujii 
et al. (1972b) and Nobbs (1975) were for condensation of steam 
on a staggered tube bank and on a single tube within a dummy 
staggered tube bank, respectively. During the experiments of 
Fujii et al. (1972b), low-pressure steam flowed horizontally 
across the tube bank and heat transfer measurements were 
obtained for each of five- and four-tube rows. In the case of 
Nobbs (1975), steam at slightly above atmospheric pressure 
flowed vertically downward and inundation water, simulating 
up to around 60 higher tubes, was provided by means of three 
perforated tubes situated at the top of the bank. 

Conclusions 

1 In general, the vapor-side heat transfer coefficient was 
found to decrease with penetration down the tube bank. This 
might be attributable to both the drop-off of the vapor-shear 
effect and increased condensate inundation. Comparison with 
theory that does not incorporate inundation suggests that in
undation effects are small for these tests. A relatively small 
effect of inundation might be explained by the fact that, while 
the condensate film on lower tubes is thicker, it could be 
turbulent. (Note that, for a staggered bank, the vertical sep
aration of vertically aligned tubes is relatively large. Inundation 
may be more important for an in-line bank where the vertical 
separation of tubes is small.) 

2 A row-to-row saw-tooth variation of the vapor-side heat 
transfer coefficient was observed with the three-tube rows ap
parently more effective than the four-tube rows. This could 
be attributable to the fact that the dummy half-tubes deflect 
the steam toward the inner tubes and do not contribute to the 
reduction in vapor velocity as the vapor crosses the row. What
ever the explanation, it is considered that the effect is real and 
well within the accuracy of the measurements. The results for 
the four-tube rows (i.e., without dummy half-tubes) should 
probably be more representative of a large bank. Furthermore, 
since the heat transfer coefficients for the four-tube rows were 
smaller this would be conservative for design purposes. Data 
from small tube banks, where individual rows are not instru
mented, should be treated with caution. 

3 The present vapor-side Nusselt numbers for steam are 
generally in agreement with those of Fujii et al. (1972b) and 
somewhat higher than those measured by Nobbs (1975). It may 
be noted that the work of Fujii et al. (1972b) was for near-
horizontal flow of low-pressure steam and Nobbs (1975) used 
a single condensing tube in a dummy tube bank. 

4 Equation (2), with vapor velocity based on mean void 

area, is in general agreement with the present data for moderate 
vapor velocity. It is to be noted that Eq. (2) takes no account 
of inundation. The present data, therefore, suggest that for 
this fluid, geometry, vapor velocity range and pressure, effects 
of inundation are relatively small. 
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Pure Steam Condensation 
Experiments on Nonisothermal 
Vertical Plates 
Pure steam condensation experiments on flat channel plates have been performed. 
To provide a range of values of the governing groups NTU and Ad, steam was 
condensed crosscurrentwise on polyvinylidene fluoride (PVDF) plates and cocur-
rentwise on brass plates (8.0xlO'6<Ad<8.4xlO~2, 0<NTU~'<10). The the
oretical predictions, based on an analysis of Nusselt-type condensation on 
nonisothermal plates, agree excellently with the plastic-plate measurements. The 
brass-plate experiments, however, agree with the theoretical model only in a limited 
range of NTU and Ad. 

Introduction 
Laminar film condensation of pure saturated vapors on ver

tical flat plates has often been examined in the past. Several 
extensions and improvements have been proposed to the orig
inal analysis of Nusselt (1916). Bromley (1952) and Rohsenow 
(1956) included the heat capacity of the condensate, Sparrow 
and Gregg (1959) extended this analysis to include the inertia 
of the condensate, and Koh et al. (1961) additionally analyzed 
the effect of vapor drag. Chen (1961), Koh (1961), and Church
ill (1986) derived approximate solutions accounting for the 
aforesaid effects. Unsal (1988) extended the classical Nusselt 
model with the effect of surface waves on the condensate. 
Brouwers (1989) considered the Nusselt condensation on non
isothermal plates. In this paper increases in temperature of the 
cooling liquid in a channel plate due to liberated latent heat 
were included. It was furthermore demonstrated that the 
co-, counter-, and crosscurrent processes are governed by NTU 
and Ad (see the nomenclature for definitions). 

In order to validate the Nusselt condensation model, nu
merous pure vapor condensation experiments on isothermal 
plates have been reported, e.g., steam condensation by Siegers 
and Seban (1970). These efforts, however, were limited to 
experiments on flat isothermal plates, thus only verifying the 
special case Ad = <»; see Brouwers (1989). Accordingly, pure 
steam condensation experiments have been carried out on brass 
and polyvinylidene fluoride (PVDF) channel plates for a wide 
range of NTU and Ad values. The results of these experiments 
are presented in this paper. 

Apparatus 
The low-pressure steam used is supplied by the central boiler-

house. Since the water has been degassed before boiling, it is 
not expected to contain any noncondensables. The steam has 
an absolute pressure Pv of 2.25 bar, with a corresponding 
saturation temperature 7^, of 124°C, and is somewhat super
heated; T„j„= 135°C. This degree of superheat is, however, 
insignificant, e.g., see Sparrow and Eckert (1961) or Minko-
wycz and Sparrow (1966); hence the steam can be regarded as 
saturated. The steam enters a cylindrical chamber with thick 
(20 mm) PVDF walls to condense on four parallel channel 
plates; see Figs. 1 and 2. The distance between the plates is 
such that interactions between the condensation processes on 
the separate plates are excluded. The entire test chamber is 
thermally insulated with plastic foam to avoid undesired heat 
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Box 217, 7500 AE Enschede, The Netherlands. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Tested PVDF channel plates 
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Fig. 2 Properties and dimensions of tested channel plates 
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loss. The entering coolant, i.e., water, has during the exper
iments an inlet temperature 7),„ of about 11°C. The various 
temperatures of the test setup are measured with laboratory 
mercury thermometers, and the coolant flow with calibrated 
flowmeters. 

At the start of the experiments, the condensate in the con
necting tubes was removed by blowing through steam. By 
injecting steam, with zero coolant flow, the air present was 
driven out of the test chamber through a vent hole in the 
bottom. 

In order to create two different McAdams numbers, both 
PVDF and brass (DIN Ms 63) channel plates have been tested. 
Because of the poor thermal conductivity of PVDF, the cor
responding Ad was small. The difference with the larger Ad 
of the brass plate is furthermore increased by adapting the 
orientation of the setup with respect to the vertical: The vapor 
condenses cocurrentwise on the brass plates and crosscur-
rentwise on the PVDF plates. In Fig. 2 the dimensions of both 
setups are listed. The NTU is simply varied by adjusting the 
liquid mass flow through the plates, since NTU is inversely 
proportional to the liquid capacity flow through a plate. 

Theory 

To obtain NTU"1 and Ad, the physical properties of both 
fluids have to be determined. As these properties depend on 
temperature, the proper reference temperatures have to be 
calculated. The McAdams number is defined as: 

and is listed in Fig. 2. The heat transfer coefficient from chan
nel plate to coolant follows from: 

A"'.^L(jvr (4) - 2Nu/fc/ 

In this paper the correlation of Dennis et al. (1959) (Nu/0O = 2.98) 
is employed for the average laminar convective flow Nusselt 
number because in both plates the flow remains in the laminar 
flow regime. This correlation only accounts for the effect of 
the thermal entry length, not the hydrodynamic. Neti and 
Eichhorn (1983) demonstrated numerically that the hydrody
namic development region has little effect for Pr/>6 and 
Re/Pr,D;,//L < 120. As these conditions are satisfied in the tested 
channel plates, the correlation of Dennis et al. (1959) can be 
used. The factor of two in Eqs. (3) and (4) accounts for the 
heat transfer on both sides of the plate. 

For the brass channel plates (unlike the plastic plates) the 
Nusselt number in Eq. (4) is furthermore multiplied by a factor 
of two to account for the heat transfer through the intermediate 
walls in the plate, which act as extra heat transfer surfaces. In 
Eq. (4) also the Sieder and Tate correction appears; see V.D.I. 
(1988). This correction is of minor importance for plastic plates 
since the temperature (and related_dynamic viscosity) variation 
across the channels will be small; hpi is dominated by h„ rather 
than by hi. 

The physical properties of the coolant are evaluated at: 

77 = 
Tnn+T, ' I,in /,out 

(5) 

Ad: 
hPnc(L or B)(TsM-TUn) 

16p2
cHfg/clg 0) 

For co- and countercurrent condensation, L should be used in 
this equation, while for crosscurrent condensation B should 
be considered, corresponding with the flow-off length of the 
processes concerned. The McAdams number is a measure of 
the ratio, to the fourth power, of the total heat transfer coef
ficient of the plate and the heat transfer coefficient of the 
condensate films. The total heat transfer coefficient of the 
plate ftp/, appearing in Ad and NTU, is defined by: 

as suggested by V.D.I. (1988). 
To calculate the coolant Prandtl number at the brass wall, 

Pr,?lv, the temperature at the wall needs to be known; see Eq. 
(4). This temperature follows from the energy balance: 

K(Tiw-Ttw)=h,(Ttw-Tf), (6) 

see Fig. 3. The mean wall reference temperature is derived 
from Eq. (6) as: 

n T
w+m, 

/ .w — 
K + h. 

(7) 
1 1 1 

hpi hw hi 
(2) 

The mean reference interface temperature T*_ „ at condensate-
The heat transfer coefficient hw of the walls follows from: P l a t e s u r f a c e f o l l o w s f r o m t h e eneT^ b a l a n c e : 

Ad 

B 
cp 

Dh 

d, 

g 

Hfe 

h 

Ku 

k 

T ~, kw hw = 2—, 
G?4 

fWotnpnr ln t i i rp . ....-

= McAdams number =hp/ric(L 
or B) (7"sat - Titi„)/l6plHfgk):g 

= net plate width, m 
= specific heat, J k g " ' K _ 1 

= hydraulic diameter = four 
times the cross-sectional/the 
perimeter, m 

= geometric property of heat 
exchanger, see Fig. 2, m 

= acceleration due to gravity, 
ms~2 

= latent heat of condensation, 
Jkg"1 

= heat transfer coefficient, 
Wm" 2K"' 

= Kutateladze number 
= Cp,c V ^ sat — * c,w) ' H-jg 

= thermal conductivity, 
Wm" 'K" ' 
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M 
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e 

= 
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= 
= 
= 
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= 
= 
= 
= 

hpl(Tlw-Tt)=hc{T^-Ttw). (8) 

{' This equation is rewritten to obtain the reference temperature: 

net plate length, m 
Morton number = grii/c3

cpc 

local mass flux into conden
sate, kgm- 2s _ 1 

number of transfer units 
= hpfiL/wfipj 
Nusselt number = hDh/k 
pressure, bar 
Prandtl number = t]Cp/k 
dimensionless condensate for
mation = ( l -9 0 U t ) /NTU 
condensate flow Reynolds 
number = wc/2r\c{L or B) 

coolant flow Reynolds num
ber = Wj/ri/B 
temperature, K 
mass flow, kgs - 1 

dynamic viscosity, Pas 
dimensionless temperature 
= (TsM -T/)/( Tsat - TIJ„) 

p = density, kgm 3 

r- J u 

a = surface tension, Nm 

Subscripts 
c = condensate 

in = entry 
/ = liquid in channel plate 

out = exit 
pi = channel plate 

sat = saturation 
tot = total 

v = vapor 
vc = channel plate/coolant or 

channel plate/condensate in
terface 

oo = fully developed flow 

Superscripts 
= mean 

* = reference 
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Fig. 3 Heat transfer from vapor-condensate surface to coolant 

h,Ts sat + hpfTf 
(9) 

hc + hpi 

The mean heat transfer coefficient of the Nusselt condensation 
model reads: 

hc = : 
PcHfgklg 

4Vc(L or B)(Tsai-TZ„) 
(10) 

(which can, for instance, be found from Bird et al., 1960). For 
co- and countercurrent condensation, L should be employed 
in Eq. (10), while for crosscurrent condensation B should be 
used. Following Minkowycz and Sparrow (1966), the prop
erties of the condensate are evaluated at reference temperature: 

T1* — i -* sat T £ I r_ 
(11) 

except for Hfg, which is evaluated at Tsat. To determine ht and 
hc, the reference temperatures Tf<w and T*>w have to be known 
to determine the physical properties of both fluids. These heat 
transfer coefficients, however, depend on the physical prop
erties. A successive substitution method is used to determine 
the matching hi, hc, T*m and 7£w. The T*tW thus determined 
is furthermore used to evaluate the physical properties of the 
condensate contained in Ad; see Eq. (11). 

Results 
In Figs. 4 and 5 the results of the experiments on brass and 

PVDF plate are depicted as a function of NTU~'. In these 
figures also the theoretical Q and 90Ut predictions of Brouwers 
(1989) are plotted. The thin horizontal and vertical bars in 
both figures are the ranges of experimental uncertainty. The 
primary measurements of temperature and liquid flow intro
duce uncertainties in NTU, 90Ut, and Q, which are derived in 
the appendix. 

The largest NTU"1 of the PVDF plates corresponds to 
Re/ = 993 and RecPrc'95= 13; consequently, both fluids are in 
the laminar flow regime (V.D.I., 1988). The maximum con
densate Reynolds number follows from an overall mass balance 
of vapor entering the condensate films on both sides of the 
plate, wc (by Brouwers, 1989, referred to as: M), and conden
sate flowing off the plate: 

Rec = 
2ric(.L or B)' 

(12) 

where L should be used for crosscurrent condensation and B 
for co- and countercurrent condensation. For crosscurrent con
densation, however, the produced condensate and Rec varies 
with the distance from the entry of the coolant; the maximum 
condensate mass flux is found where the coolant enters the 
plate. The local mass flux times latent heat of condensation 
equals the heat flux from vapor-condensate surfaces to cool
ant. The local mass flux into the films is highest if the heat 

o PVDF plate experiments 

+ brass plate experiments 

Fig. 4 Theoretical (Brouwers, 1989) and experimental variation of G0, 
with NTU"1 

PVDF plate experiments 

brass plate experiments NTU~ 

Fig. 5 Theoretical (Brouwers, 1989) and experimental variation of Q 
with NTU"1 

resistance of the film is neglected. Hence, an overestimation 
of Rer is obtained when 

-LBm<LB 
hpi{Tsnt— Tiiin) 

H, 
(13) 

fs 

is substituted into Eq. (12). Combining Eqs. (12) and (13) 
results in said maximum value RecPr°95=13 for the PVDF 
experiments. 

The Ad of the PVDF experiments increased with rising 
NTU"1 from 0.8x 10"5 to 1.1 x 10~5. This minor variation is 
due to the poor heat transfer coefficient of the plastic walls; 
hw= 1266.6 W/m2K (see Fig. 2). Although the heat transfer 
from coolant to_wall is enhanced by larger mass flows, entry 
effects cause a h, range from 2600 W/rn^K to 3800 W/m2K, 
and hPi and Ad remain dominated by hw. Figures 4 and 5 
illustrate the excellent agreement between experiment and the
ory, which predicts hardly any influence of the formed con
densate on heat transfer for small values of Ad. Note that 
Ad = 0 represents a limiting case of the analysis of Brouwers 
(1989) (the other one is: Ad = oo), which has never been ex
amined experimentally. 

In both figures the experimental results of the condensation 
on the brass plate are also presented as a function of NTU"' . 
The largest NTU"1 in these plots, NTU" ' = 3.2, corresponds 
to maximum Re, = 2218 and RecPr°'95 = 209, so that laminar 
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coolant and condensate flow are guaranteed. The maximum 
Reynolds number Rec of the condensate is obtained using Eq. 
(12) with B applied. The thickness of the condensate films 
flowing off the plates is one-dimensional for co- and coun-
tercurrent condensation. Hence wc need not be assessed with 
Eq. (13), but follows readily from the overall energy balance: 

WcHf^wfipjiT^-T^). (14) 

The subcooling of the condensate is neglected in Eq. (14), which 
is allowed for small Ku. _ 

During the experiments h, increased from 2600 W/m2K to 
5600 W/m2K with increasing NTU"1 owing to entry effects. 
As hi dominates hpl (see Eq. (2) and note that hw = 566,000 W/ 
m2K (Fig. 2)), hpi and Ad rise almost to the same extent as hf. 
Ad increased from 0 .29x l0" 2 to 8 . 4 x l 0 " 2 with increasing 
coolant flow. 

Figures 4 and 5 illustrate the departure from the theory for 
very small and large NTU"1 . The discrepancy for very small 
NTU ~' is attributed to the contribution of unavoidable leakage 
heat flows to the coolant in the brass headers (the PVDF plates 
were fitted in thermally well-insulating PVDF headers). Ac
cordingly, unreasonably high exit temperatures are measured. 
Some Gout even lie below the curve pertaining to Ad = 0, which 
is physically impossible. Beyond NTU"1 = 2 the experimental 
exit temperatures lie between the curves Ad = 0 and Ad = 10 ~2, 
and are thus in agreement with the theoretical prediction. How
ever, for NTU" l > 2, the experimental 90u t intersects the curve 
Ad= 10"2 and tends to approach the curve Ad = 0, although 
the experimental Ad approximates 8.4 x 10"2. This implies that 
the measured value of 6ou l is smaller than predicted, that is 
to say, the calculated exit temperature is too low. The heat 
transfer from vapor to coolant is apparently better than pre
dicted by the model. Three possible departures from the idea! 
model conditions are: 

• ripples on the condensate surface, 
9 dropwise condensation, 
8 forced vapor flow in the test chamber. 

In the literature the appearance of ripples is often quoted as 
a major explanation of the Nusselt condensation model under
estimating the heat transfer from condensate to wall. For all 
experiments the dimensionless combination Ku/Prc was much 
smaller than 0.1. This implies that the results of the model of 
Unsal (1988) can be applied (Ku/Prc is referred to as F i n this 
note). 

In UnsaPs paper the heat transfer through a condensate film 
with ripples is compared with that through a film without 
ripples: the Nusselt solution. One of the results relevant here 
is that for 4Rec = 400, the heat transfer from condensate to 
plate is augmented by ripples by at most a factor of 1.5; see 
Fig. 6 for a comparison with Nusselt's solution. An additional 
requirement for this value to be attained is that the Morton 
number M be larger than 1.06 x 10"12. For all condensation 
experiments, however, this number proved to be of the order 
of 0.16x 10"12, so the effect of surface ripples should be less 
pronounced. 

In Fig. 6 experimental data of Ratiani and Shekriladze (1964) 
are also shown, as well as the heat transfer coefficient of 
Nusselt's model and its corrected expression for the effect of 
waves following Kutateladze and Gogonin (1979): 

hc = -. 
p2

cHfgklg 
4T,C(LOTB)(TSM-TC,W) 

Re" (15) 

where Rec is the maximum Reynolds number of the condensate 
and TCiW the constant temperature of the isothermal plate. For 
condensation on isothermal plates the maximum condensate 
Reynolds number reads: 

M"c] 

Ratiani and Shekriladze (1961) 

Kutateladze and Gogonin (1979) 

Nusaelt (1916) 

Un.al(1988) 

Rer 
plhg 
3i,? 

p2
cHfgklg 

4Vc(LorB)(Tsiil-Tc,w) 
(16) 

Fig. 6 Condensation heat transfer according to Nusselt (1916), Unsal 
(1988), Ratiani and Shekriladze (1964), and Kutateladze and Gogonin (1979) 

Unsal (1988) refers to Rec as " R e i " (for "Re[ / 3" in Eq. (13) 
of this paper one should read "Re^ " ) . Figure 6 illustrates 
the fair agreement between the result of the comprehensive 
analysis of Unsal (1988), the compact correction suggested by 
Kutateladze and Gogonin (1979), and experiments reported by 
Ratiani and Shekriladze (1964). However, all experimental and 
theoretical results indicate that ripples alone cannot explain 
why the calculated heat transfer is so poor. For when Ad is 
divided by 5, corresponding with the suspected effect of waves 
to the fourth power, the calculated exit temperature is still too 
low. 

During the experiments it was not possible to watch the plates 
and verify whether film condensation actually occurred. How
ever, the experimental and theoretical results indicate that the 
discrepancy between the results depends on the coolant mass 
flow (and related condensation rate), revealing that the devia
tion cannot be explained by possible dropwise condensation 
only. Moreover, dropwise condensation is not expected be
cause the brass plates do not have smooth and clean surfaces. 
They are constructed from square channels joined by soldering. 

The amount of steam injected into the test chamber and 
condensed on the plates increases with higher coolant flow 
rates. For the brass plate experiments the maximum steam 
mass flow amounts to 44 kg/h, owing to the excellent heat 
transfer in this plate. Although the steam is injected by two 
injectors, provided with many holes turned away from the 
channel plates, it is suspected that the condensate films are 
disturbed, or even blown off the plates, by the incoming steam. 
In general, forced convection reduces the condensate film 
thickness and hence also the related heat resistance of the film. 
Enhanced heat transfer through the film leads to a small ex
perimental Ad. The experimental data indeed approximate the 
theoretical curves for A d = 1 0 " 2 and Ad=10" 4 (note that 
Ad = 0 corresponds physically to a negligible/absent film). 

The effect of forced flow in the test chamber was also re
garded by Siegers and Seban (1970) as the most acceptable 
explanation for their experimental results being 20 percent 
above theory. For that matter, during their experiments the 
maximum amount of injected steam was only about 1 kg/h. 

For the PVDF plate the steam flow reaches a maximum rate 
of 9 kg/h. It is conceivable that here, too, film heat transfer 
is enhanced by forced steam flow. This cannot be observed 
because even for ideal Nusselt condensation the film is neg
ligible (since Ad = 0). However, good agreement between the
ory and experiments is also found for small coolant (and related 
vapor and condensate) flow rates. Accordingly, one can assume 
that at least for small coolant (and vapor mass) flows, where 
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Nusselt condensation is ensured, theory and experiment are in 
agreement. 

Conclusions 
In the past the Nusselt condensation model has only been 

compared with isothermal plate and tube, condensation ex
periments (Ad= oo). Based on the assumption of Nusselt type 
condensation, which has been thoroughly verified, pure steam 
condensation experiments have been carried out on noniso-
thermal plates. Crosscurrent condensation experiments per
formed on PVDF channel plates (Ad = 10 "5 , 0 < NTU " ' < 10) 
confirm that the predictions of Brouwers (1989) are essentially 
correct. The thermal conductivity of these plates is such that 
it entirely dominates the heat transfer (the film can be regarded 
as isothermal or absent). 

The theoretical predictions of cocurrent condensation on 
brass plates correspond with experiments ( 0 . 2 9 x l ( T 2 < 
A d < 8 . 4 x l 0 ~ 2 , 0<NTU" '<3 .2 ) only in a limited range of 
both governing dimensionless groups NTU and Ad. Complete 
agreement with the model might have been obtained if perfect 
thermal insulation and quiescent vapor conditions had been 
more nearly achieved. 
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A P P E N D I X 

Uncertainty Analysis 
The uncertainty analysis presented here follows the proce

dures described by Kline and McClintock (1953) and Holman 
(1978). The primary experimental data, such as Tl:i„, wh 7/j0Ut> 

etc., are used to calculate the desired dimensionless quantities 
NTU, Gout, and Q. The uncertainty in these calculated results 
is obtained by considering the uncertainties in the primary 
measurements and is discussed below. 

The uncertainty in a calculated result I, which is a function 
of the independent variables iit i2, ..., i„, reads: 

dl 

I 

where di\, di2 

tides ii, i2, ... 

<^9out 

dh i +\di2 i + 
9/eft. 

(Al) 

eo 

..., di„ represent the uncertainties in the quan-
/„. Applying Eq. (Al) to eo u t gives: 

\ 2 / \ 2 
dTlM \ , / dT, 

,OUt -*snf I 1A 

(7, / . o u t ' • T/ in)dTsil 

( 1 sat 11,in ) ( 1 sat * /,out) 
(A2) 

This expression constitutes the relative uncertainty in 90 u t as 
a result of the uncertainties in the measured Tu„, T/]0Ut, and 
T̂ atJ represented by dT/j„, dTt:0M, and dTsat, respectively. These 
temperatures are measured with mercury thermometers with 
inaccuracies of 0.1 °C. The maximum dQont amounts to 
0.13X 1(T2 and 0.12x 1(T2 for the brass and PVDF experi
ments, respectively. 

The uncertainty in NTU, denoted by cfNTU, depends on 
dwh dcpj, dkh dkp, dL, dB, ddy, dd2, and dd4< see Eqs. (2), 
(3), and (4). Neglecting uncertainties in the physical and geo
metric properties, which are much smaller than the uncertainty 
of the liquid mass flow, Eq. (Al) produces: 

/rfNTU\ (dwe 

\ NTU / : (A3) 

The total liquid mass flow is measured with the aid of a ro
tameter with an inaccuracy 4dwt of 0.015 kg/s (the factor of 
4 is introduced because the water is divided over 4 channel 
plates). For the experimental data of Figs. 3 and 4, the max
imum tfNTU amounts to 0.122 and 0.072 for the brass and 
PVDF experiments, respectively. 

The uncertainty in Q depends on both the uncertainties in 
90ut and NTU. Applying Eq. (Al) yields: 

where both dQ0M and rfNTU readily follow from Eqs. (A2) 
and (A3), respectively. For the brass experiments the maximum 
dQ reads 0.120, and for the PVDF experiments the maximum 
dQ amounts to 0.049. 
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Accurate Heat Transfer 
Measurements for Condensation 
on Horizontal, Integral-Fin Tubes 
In most earlier experimental investigations of condensation on low-fin tubes, vapor-
side heat transfer coefficients have been found from overall (vapor-to-coolant) 
measurements using either predetermined coolant-side correlations or "Wilson plot" 
methods. When the outside resistance dominates, or is a significant proportion of 
the overall resistance, these procedures can give satisfactory accuracy. However, for 
externally enhanced tubes, and particularly with high-conductivity fluids such as 
water, significant uncertainties may be present. In order to provide reliable, high-
accuracy data, to assist in the development of theoretical models, tests have been 
conducted using specially constructed plain and finned tubes fitted with thermo
couples to measure the tube wall temperature, and hence the vapor-side heat transfer 
coefficient, directly. The paper describes the technique for manufacturing the tubes 
and gives results of systematic heat transfer measurements covering the effects of 
fin height, thickness, and spacing, tube diameter, and vapor velocity. The tests were 
carried out with steam, ethylene glycol, and R-113, with vertical vapor downflow. 
The heat flux was measured using an accurately calibrated 10-junction thermopile 
and paying particular attention to coolant mixing and isothermal immersion of 
thermocouple junctions. Care was taken to avoid errors due to the presence in the 
vapor of noncondensing gas and the occurrence ofdropwise condensation. Smooth, 
consistent, and repeatable results were obtained in all cases. The data are presented 
in easily accessible form and are compared with the results of previous investigations, 
where indirect methods were used to determine the vapor-side data, and with theory. 

1 Introduction 
The theoretical model of Beatty and Katz (1948) has been 

widely used to predict condensation heat transfer coefficients 
for low integral-finned tubes. More recently, it has been gen
erally appreciated that this simple model, which ignores surface 
tension effects, is unsatisfactory. Since surface tension has both 
beneficial and detrimental effects, these tend to cancel, and 
the Beatty and Katz model may, in certain circumstances, give 
acceptable heat transfer coefficients. However, owing to the 
neglect of condensate retention between the fins on the lower 
parts of the tube, this theory predicts that the heat transfer 
coefficient should improve continuously with increasing fin 
density. It therefore provides no guidance to the optimum fin 
density for use in a given application. Moreover, the simple 
model has been shown to be inadequate for fluids with higher 
surface tension. 

In order to validate more recent and complex theories (e.g., 
Honda et al., 1987; Adamek and Webb, 1990), accurate ex
perimental data are needed. Although in a few investigations 
(Honda et al., 1983; Webb et al., 1985; Sukhatme et al., 1990) 
attempts have been made to measure the tube wall temperature 
directly, in the past, heat transfer coefficients have generally 
been inferred from overall vapor-to-coolant measurements us
ing either predetermined coolant-side correlations, or "Wilson 
plots" (Yau et al., 1985; Wanniarachchi et al., 1986; Marto 
et al., 1988). As the vapor-side coefficient is enhanced, its 
determination by these indirect methods becomes increasingly 
inaccurate. In the present work, specially constructed finned 
tubes, incorporating thermocouples buried in the tube walls, 
have been used to determine the vapor-side coefficients di
rectly. Furthermore, care has been taken to measure the heat 
transfer rate to the tubes with extreme precision and to ensure 
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that the results were not vitiated by the presence of noncon
densing gas in the vapor or the occurrence of dropwise con
densation. The results, for three different condensing fluids 
(steam, ethylene glycol, and refrigerant-113), two tube di
ameters, and a range of vapor velocities, fin thicknesses, fin 
heights, and fin spacings, are believed to be the most accurate 
so far available. The main purpose of the paper is to make 
the data available, so as to help development and refinement 
of theoretical models. 

2 Apparatus and Procedure 
Two closed-loop, stainless steel test rigs were used. Diagrams 

of the apparatus are shown in Fig. 1. In one rig (duct diameter 
101 mm), smaller diameter (12.7 mm at the fin root) condenser 
tubes were tested at lower vapor velocities. The second, larger 
apparatus (duct diameter 152 mm), was used to test larger 
diameter (19.1 mm at the fin root) tubes and at higher vapor 
velocities. In both cases the vapor was generated in electrically 
heated boilers (maximum power 16 kW and 30 kW) and di
rected vertically downward through a calming section, before 
flowing over the horizontal, water-cooled, test condenser tube. 
Excess vapor passed to an auxiliary condenser from which the 
condensate returned to the boiler by gravity. 

The smaller tubes had a diameter at the fin root of 12.7 mm, 
fin thickness 0.5 mm, fin height 1.59 mm, and fin spacings of 
0.5, 1.0 and 1.5 mm. The larger tubes had a diameter at the 
fin root of 19.1 mm, fin thickness and height 1.0 mm, and fin 
spacings of 0.5, 1.0, and 1.5 mm. For comparison, instru
mented plain tubes, having outside diameters of 12.7 mm and 
19.1 mm, were also used. PTFE inserts were used to insulate 
the inside of the test tubes thermally before and after the test 
section so that the inside and outside surface areas available 
to heat transfer were of equal length. 

The vapor velocity, at approach to the test section, was found 
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a) Smaller Apparatus 

from the measured power input to the boiler. A small, pre
determined correction, for the heat loss from the well-insulated 
apparatus, was included in the calculation of the vapor ve
locity. To extend the range of heat flux obtainable, some tests 
were conducted using a wire-wrapped-rod insert to enhance 
the coolant-side, heat transfer coefficient. The cooling water 
temperature rise, from which the heat transfer rate to the test 
tube was calculated, was measured using a 10-j unction ther
mopile, with adequate isothermal immersion of the junctions, 
and special mixing arrangements. The test condenser tube was 
well insulated from the body of the test section. A predeter
mined correction for the dissipation temperature rise of the 

5kWH.«l.r 

b) Larger Apparatus 

Fig. 1 Diagrams of the apparatus 

cooling water was incorporated in the calculation of the heat 
transfer rate. The estimated accuracy of the measurement of 
the coolant temperature rise was better than 0.01 K. For the 
smaller apparatus, the range of coolant temperature rise was 
0.1 to 13.5 K and for the larger 0.2 to 24.1 K. 

The tube wall temperature was measured directly using spe
cially manufactured, instrumented tubes, each with four ther
mocouples embedded in the wall at 90 deg intervals around 
the tube. All test tubes were made from relatively thick-walled 
copper tube. Four equispaced slots, 1.5 mm square, were ma
chined axially along the outer surface. Thermocouples were 
inserted in the slots and their junctions soldered midway along 
the tube. Close-fitting copper strips were soldered in the grooves 
over the thermocouple leads and the outer surface turned 
smooth. For the plain tubes, the tubes were then thinly copper 
plated. For the finned tubes, the tubes were next copper plated 
to a diameter exceeding that of the required diameter over the 
fins. Finally the tubes were turned down to the fin tip diameter 

N o m e n c l a t u r e 

A = constant in Eqs. (3) and (4) 
b = spacing between fins 
d = plain tube diameter, diam

eter at fin root 

e(-AT*> = n2> r °bs-Ar c a l c ) 2 J 

e(q) 
_ \ l y /<7obs-<?calc 

( / \ <7obs 

F = ixhfgctg/U2
vkAT 

g = specific force of gravity 
hfg = specific enthalpy of evapo

ration 
;' = number of runs on differ

ent days 
j — number of data points used 

in curve fit 

k 

Nu 
n 
P 
q 

<7obs 

Re 

T 
1 V Tw 

r 
uv a 

= thermal conductivity of 
condensate 

= Nusselt number = qd/kA T 
= constant in Eq. (3) 
= pressure 
= heat flux based on area of 

plain tube with fin root di
ameter 

= calculated heat flux 
= observed heat flux 
= two-phase Reynolds num

ber = Uvpd/fi 
= vapor temperature 
= mean wall temperature 
= reference temperature, see 

Eq. (2) 
= vapor approach velocity 
= vapor-side, heat transfer 

coefficient 

eAT 

AT 

ATcalc 

AT 
LA1 max 

Ar m i n 

Ar o b s 

/* 
p 

vapor-side enhancement ra
tio at same vapor-side tem
perature difference, see Eq. 
(5) 
mean vapor-to-surface 
temperature difference 
calculated mean vapor-to-
surface temperature differ
ence 
highest AT value for exper
imental data 
lowest AT value for experi
mental data 
observed mean vapor-to-
surface temperature differ
ence 
viscosity of condensate 
density of condensate 
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Fig. 2 Instrumented test tubes: (a) stages of manufacture; (b) finished 
smaller diameter tubes 

and rectangular profile fins machined to the required root 
diameter. Figure 2 shows the various stages in the manufacture 
of the special instrumented test tubes, and the finished smaller 
diameter tubes. When inserted in the test section, the tubes 
were oriented so that the positions of the thermocouples were 
at angles of 22.5, 112.5, -67 .5 , and - 157.5 deg from the top 
of the tube. In the case of the smaller diameter tubes, tests 
were also carried out with the tubes oriented such that the 
thermocouples were at angles of 0, 90, 180, and - 90 deg from 
the top of the tube so that wall temperatures at a total of eight 
angular positions were obtained for these tubes. In the heat 
transfer data given below, the wall temperature used is the 
arithmetic mean of the four local wall temperatures. An ap
proximate correction was made for the temperature drop in 
the tube wall between the tube surface (at the fin root diameter) 
and the thermocouple position. This was based on the mean 
heat flux and the assumption of uniform radial conduction. 
The magnitude of the associated error in the mean vapor-to-
surface temperature difference is not immediately obvious. 
However, it may be noted that, for the finned tubes, the cor
rection had maximum values of 8, 4, 22, and 20 percent of 
AT, for R-l 13, ethylene glycol, steam at atmospheric pressure, 
and steam at low pressure, respectively. For the plain tubes, 
where the heat fluxes were much smaller, the correction was 
negligible. 

Steam, ethylene glycol, and R-l 13 were used as condensing 

fluids in both rigs. For the smaller apparatus, all tests were 
conducted at a pressure slightly above atmospheric pressure. 
For the larger apparatus, measurements were made at slightly 
above atmospheric pressure for steam and R-l 13, and also at 
lower pressures for steam and ethylene glycol. Full details of 
apparatus, procedure, and precautions to avoid errors due to 
noncondensing gases and dropwise condensation have been 
given by Yau et al. (1985) and Memory and Rose (1986). 

3 Results and Discussion 

The results for the larger diameter tubes are shown in Fig. 
3. The data are shown in the form of heat flux (based on the 
plain tube area at fin root diameter) against mean vapor-to-
surface temperature difference, i.e., the measured quantities. 
Traditional heat transfer coefficient plots have not been used 
since these exaggerate errors at low vapor-to-surface temper
ature difference. For each tube, fluid, and pressure, tests were 
performed on at least two separate occasions. In all cases the 
results show very good consistency and reproducibility; this 
was also true for the smaller tubes. 

For the plain tube the results are compared to the theoretical 
model of Shekriladze and Gomelauri (1966), represented by 
the equation given by Rose (1984) 

cJ/2 

Nu/Re" = 
0.9 + 0.728F" 

(l + 3.44F1/2 + F)1/4 (1) 

When plotting the lines given by Eq. (1), the condensate prop
erties were evaluated at the reference temperature, 

T*=-T +-T 
3 " 3 " 

(2) 

It is seen in Fig. 3 that for steam, the experimental data at 
both pressures, for the larger diameter plain tube, are in very 
good agreement with Eq. (1). For ethylene glycol, the measured 
heat fluxes for the plain tube fall below the theoretical line, 
while for R-l 13, the experimental data fall above theory. Sim
ilar results were found for the smaller diameter plain tube. 
These trends for plain tubes have been reported by Memory 
and Rose (1986), for ethylene glycol, and Lee et al. (1984), for 
R-113. 

For both diameters, it was found that the best performing 
finned tubes were those with fin spacings of 1.5 mm, 1.0 mm, 
and 0.5 mm, for steam, ethylene glycol, and R-l 13 respectively. 
In Fig. 3 an effect of vapor velocity is evident for all three 
fluids. This is smaller for the finned tubes than the plain tube 
in all cases, and smallest of all for the best performing tube 
for each fluid. 

The present data are believed to have superior accuracy to 
earlier measurements. So as to make the data readily available 
in compact form, for use in theoretical modeling, the heat flux-
temperature difference curves have been fitted (by minimi
zation of sums of squares of residuals in AT) by equations of 
the form: 

Q 

W/m5/_/1U (3) 

where A and n are given in Tables 1 and 2. The lines through 
the finned tube data in Fig. 3 are given by Eq. (3) with the 
constants in Table 1. It can be seen from the tables that in 
most cases the index n is close to 0.75, i.e., the value given by 
Nusselt (1916) for a quiescent vapor condensing on a plain 
tube. When the data are refitted to an equation of the form: 

* ^ ' ^ (4) 
W/m' 

= A 
AT 

K 

i.e., when n is forced to 0.75, slightly less good, but still 
satisfactory, fits are obtained. In this case the "enhancement 
ratio," defined as the heat transfer coefficient for a finned 
tube, divided by that for a plain tube at the same vapor-side 
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d) R-113 Uv = 0A m/s (open points) 
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Fig. 3 Dependence of heat flux on vapor-side temperature difference 
(lines through finned tube data are best fits of the form q = AAT" 

temperature difference, is conveniently independent of tem
perature difference, i.e., 

/ ^firmed tube \ 

\ "plain tube / s a m e AT 

fffinned tube \ 

#plain t u b e / s a m e AT 
(^f inned tube \ 

- ^ plain tube / , 
(5) 

same n (0.75) 

Enhancement ratios have been calculated for all the tube 
and fluid combinations tested in the present investigation, and 
are given in Tables 1 and 2. 

4 Comparison With Data From Earlier Investigations 
In Fig. 4, present data for the smaller diameter tubes are 

compared, on the basis of enhancement ratio against fin spac
ing, with the earlier data of Yau et al. (1985) for steam, Masuda 
and Rose (1985) for R-113, and Masuda and Rose (1988) for 
ethylene glycol. In these earlier investigations, the fin and tube 
dimensions and the vapor velocities were the same as those for 
the present, smaller diameter tubes. Yau et al. (1985) obtained 
the vapor-side temperature differences by subtracting the wall 
and coolant-side resistance, obtained from a predetermined 
(using an instrumented plain tube) correlation, from the meas
ured overall resistance. Masudaand Rose (1985,1988) obtained 
vapor-side results by the same method, and also by using a 
' 'modified Wilson plot.'' While the results are in general agree
ment with the present data, significant differences can be seen, 
even though great care was taken to obtain reliable overall 
data in the earlier investigations. The indirectly obtained en-
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Table 1 Summary of experimental results for larger diameter tubes; 
d= 19.1 mm, t= 1.0 mm, h= 1.0 mm, (see Eq. 3)) 

Fluid 
R-113 

" 

Glycol 

P/kPa 
100 

2.5 

b/mm 
0.0* 

0.5 

1.0 

1.5 

0.0* 

0.5 

1.0 

1.5 

IV(nVs) 
0.4 
0.6 
0.8 
1.1 
1.3 
1.5 
0.4 
0.6 
0.8 
1.1 
1.3 
1.5 
0.4 
0.6 
0.8 
1.1 
1.3 
1.5 
0.4 
0.6 
0.8 
1.1 
1.3 
1.5 
8. 
12. 
14. 
18. 
22. 
28. 
8. 
12. 
14. 
18. 
22. 
28. 
8. 
12. 
14. 
18. 
22. 
28. 
8. 
12. 
14. 
18. 
22. 
28. 

i 
2 

i 
24 

. 

AT m i n 

17 
17 
17 
17 
17 
16 
3 
3 
3 
3 
3 
3 
5 
5 

' 5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
32 
30 
27 
25 
23 
22 
20 
18 
16 
15 
14 
13 
17 
16 
15 
13 
12 
10 
20 
18 
16 
14 
13 
13 

AT m a x 

35 
35 
35 
35 
35 
35 
17 
17 
17 
17 
17 
17 
27 
27 
27 
27 
27 
27 
22 
22 
22 
22 
22 
22 
88 
87 
86 
85 
81 
78 
72 
70 
69 
68 
66 
65 
65 
64 
63 
62 
62 
60 
71 
70 
69 
67 
64 
64 

AxlO-3 

2.94 
3.32 
3.03 
2.95 
3.27 
3.24 
14.01 
14.21 
14.66 
15.09 
15.04 
15.26 
15.67 
16.64 
16.69 
17.13 
16.97 
17.18 
14.43 
14.96 
14.92 
15.39 
15.20 
15.34 
19.49 
20.78 
18.14 
17.80 
18.56 
17.07 
33.94 
29.37 
26.85 
24.39 
21.96 
20.68 
11.53 
15.57 
16.07 
17.22 
18.76 
19.97 
31.78 
25.16 
26.60 
24.27 
23.73 
17.53 

n 
0.728 
0.704 
0.739 
0.761 
0.739 
0.754 
0.744 
0.746 
0.737 
0.729 
0,714 
0.733 
0.632 
0.621 
(1.627 
0.626 
0.637 
0.637 
0.656 
0.655 
0.664 
0.659 
0.668 
0.668 
0.491 
0.511 
0.558 
0.589 
0.599 
0.643 
0.510 
0.580 
0.616 
0.671 
0.723 
0.759 
0.867 
0.812 
0.811 
0.816 
0.814 
0.843 
0 531 
0.626 
0.625 
0.679 
0.709 
0.806 

e(AT)/K 
0.28 
0.39 
0.40 
0.48 
0.49 
0.54 
0.12 
0.13 
0.13 
0.13 
0.10 
0.09 
0.31 
0.39 
0.29 
0.30 
0.23 
0.34 
0.11 
0.15 
0.11 
0.11 
0.12 
0.13 
1.08 
1.30 
0.88 
0.92 
0.96 
0.86 
2.04 
2.32 
2.17 
2.10 
1.18 
0.79 
0.91 
0.93 
1.09 
0.96 
0.85 
0.61 
2.33 
1.97 
2.36 
1.73 
0.57 
1.97 

e(q),% 
0.70 
1.05 
1.11 
1.35 
1.38 
1.46 
0.94 
1.12 
0.86 
0.84 
0.69 
0.78 
1.27 
1.39 
1.20 
1.19 
1.58 
2.17 
0.94 
0.79 
0.64 
0.51 
0.65 
0.77 
1.21 
1.52 
1.29 
1.46 
1.63 
1.17 
2.78 
3.23 
3.11 
3.11 
1.95 
1.79 
2.20 
2.14 
2.52 
2.41 
2.27 
2.38 
3.31 
3.31 
3.72 
3.25 
1.62 
6.01 

EAT 

5.05 
4.95 
4.87 
4.70 
4.58 
4.46 
4.06 
4.03 
4.01 
3.93 
3.88 
3.79 
4.11 
4.10 
4.07 
3.98 
3.88 
3.77 

2.00 
1.95 
1.84 
1.95 
1.97 
1.93 
2.73 
2.54 
2.47 
2.39 
2.37 
2.27 
2.04 
2.01 
1.99 
2.01 
2.02 
1.94 

Fluid 
Steam 

* Indicat 

P/kPa 
100 

14 

s plain I 

b/mm 
0.0* 

0.5 

1.0 

1.5 

0.0* 

0.5 

1.0 

1.5 

be 

U»/(m/s) 
0.8 
1.0 
1.2 
0.8 
1.0 
1.2 
0.8 
1.0 
1.2 
0.8 
1.0 
1.2 
2.6 
4.0 
5.5 
6.7 
8.4 
2.6 
4.0 
5.5 
6.7 
8.4 
2.6 
4.0 
5.5 
6.7 
8.4 
2.6 
4.0 
5.5 
6.7 
8.4 

2 
j 
24 

ATmi„ 
17 
17 
17 
7 
6 
6 
7 
7 
7 
6 
6 
6 
6 
6 
6 
5 
5 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 

AT m a x 

63 
62 
61 
48 
44 
45 
37 
37 
37 
36 
36 
35 
23 
22 
22 
22 
21 
15 
15 
15 
14 
14 
13 
13 
12 
12 
12 
11 
11 
11 
11 
10 

AxlO"3 

39.97 
38.31 
37.08 
99.36 
87.93 
74.75 
90.53 
77.45 
75.62 
85.92 
76.52 
73.43 
25.78 
25.06 
23.49 
23.74 
25.23 
44.42 
45.80 
42.13 
44.41 
48.05 
53.54 
53.37 
50.97 
49.64 
48.41 
43.14 
48.20 
45.86 
46.88 
47.63 

n 
0.621 
0.638 
0,657 
0.602 
0.642 
0.692 
0.703 
0.757 
0.765 
0.737 
0.766 
0.794 
0.711 
0.748 
0.801 
0.816 
0.824 
0.793 
0.797 
0.857 
0.853 
0.837 
0.816 
0.837 
0,862 
0.887 
0.909 
0.970 
0.927 
0.957 
0.954 
0.951 

e(AT)/K 
0.40 
0.73 
0.62 
0.82 
0.78 
0.90 
0.82 
0.69 
0.57 
0.90 
0.61 
0.66 
0.56 
0.62 
0.47 
0.44 
0.65 
0.47 
0.42 
0.41 
0.46 
0.42 
0.20 
0.22 
0.12 
0.15 
0.16 
0.35 
0.14 
0.13 
0.13 
0.12 

c(q),% 
0.71 
1.15 
1.13 
2.07 
2.18 
2.93 
3.37 
2.60 
2.29 
2.71 
2.18 
2.28 
2.89 
3.29 
2.78 
2.80 
4.85 
4.51 
4.74 
5.76 
5.09 
5.79 
2.71 
2.95 
2.54 
2.56 
2.41 
6.50 
2.72 
1.94 
2.07 
2.06 

EAT 

2.48 
2.49 
2.36 
3.19 
3.20 
3.04 
3.36 
3.36 
3.22 

2.11 
2.04 
1.97 
1.96 
1.89 
2.65 
2.55 
2.38 
2.31 
2.17 
2.87 
2.74 
2.56 
2.46 
2.29 

Table 2 Summary of experimental results for smaller diameter tubes; 
d=12.7 mm, f = 0.5 mm, #i = 1.6 mm (see Eq. (3)) 

Fluid 
R-113 

Glycol 

Steam 

P/kPa 

100 

b/mm 
0.0* 
0.5 
1.0 
1.5 
0.0* 
0.5 
1.0 
1.5 
0.0* 
0.5 
1.0 
1.5 

Uv/(m/s) 
0.28 

0.42 

0.72 

i 
4 

j 
60 
58 
58 
58 
43 
41 
41 
41 
54 
52 
.54 
54 

ATm jn 

11 
2 
2 
2 

122 
58 
60 
80 
27 
13 
13 
13 

AT m a x 

24 
16 
18 
18 

152 
110 
120 
126 
55 
35 
37 
32 

AxlO"3 

1.75 
21.03 
20.76 
17.44 
28.52 
146.04 
71.60 
65.37 
31.53 
63.95 
45.81 
52.82 

n 
0.926 
0.735 
0.657 
0.706 
0.468 
0.444 
0.611 
0.600 
0.705 
0.772 
0.877 
0.898 

e(AT)/K 
0.67 
0.24 
0.36 
0.38 
1.51 
0.65 
1.18 
1.99 
0.69 
0.53 
0.59 
0.65 

e(q),% 
3.14 
2.48 
2.35 
3.00 
1.15 
1.26 
1.13 
1.73 
1.67 
2.76 
2.43 
3.32 

EAT 

6.80 
5.47 
5.22 

4.48 
4.77 
4.17 

2.47 
2.49 
3.01 

* Indicates plain tube 

hancement ratios are higher for R-113 and lower for steam 
than the present values. 

In Fig. 5 comparisons are made with the data of Wanniar-
achchi et al. (1986) for steam, and Marto et al. (1990) for R-
113, for which the fin and tube dimensions, and the vapor 

Steam "1 
Ethylene glycol f- Present data (direct measurement) 
R-113 J 
Previous work (coolant-side subtraction) 
Previous work (modified Wilson plot) 

d =12.7 mm 
h = 1.6 mm 
t = 0.5 mm 
P =100kPa 

Steam, Uv = 0.72 m/s 

0 . 0 0 . 5 1.0 1.5 2 . 0 2 . 5 3 . 0 3 . 5 1.0 4 . 5 

b/mm 

Fig. 4 Comparison of present data with those of Yau et al. (1985, steam), 
Masuda and Rose (1986, ethylene glycol), and Masuda and Rose (1985, 
R-113) 

x -/ o 

-i 

x^C " 

*r 

\ 
v 

s -^ " 

c 
a 
0 

—-x 
- - -X - - -

x. 

- - ~" o -

Steam iobkPa ] 
Steam 14 kPa \ Present data {direct measurement) 
R-113 iOOkPa j 
Previous work (coolant-side subtraction) 
Previous work (modified Wifson plot) 

d = 19.1 mm : 
h = 1.0 mm 

s t =1.0 mm 

S V R-113, P = 100 kPa, Uv = 0.4 m/s 

\ ^ ^ ^ --. 
"*"- — ———= 

^ > - * _ _ Steam, P = 100 kPa, Uv = 1 -0 m/s : 

Steam, P = 14 kPa, Uv » 2.6 m/s 

0 . 0 0 . 5 1.0 1.5 2 . 0 2 . 5 3 . 0 3 . 5 4 . 0 4 . 5 

b/mm 

Fig. 5 Comparison of present data with those of Wanniarachchi et al. 
(1986, steam) and Marto et al. (1988, R-113) 

velocities, were the same as those for the present larger diameter 
tubes. Wanniarachchi et al. (1986) obtained vapor-side results 
by subtracting wall and predetermined coolant-side resistances, 
and by modified Wilson plot, as indicated, while Marto et al. 
(1988) used a modified Wilson plot. Again, the indirectly ob
tained enhancement ratios for R-113 are higher than the present 
values. 

It should be noted that discrepancies in enhancement ratios 
between the present and earlier data may be due to errors in 
both the finned and plain tube data. This is illustrated in 
Fig. 6, where the present data for steam condensing on one 
of the smaller diameter finned tubes (fin spacing 1.5 mm) and 
the smaller diameter plain tube are compared with the earlier 
data of Yau et al. (1985) on a heat flux-temperature difference 
basis. In Fig. 6, the earlier data for the finned tube fall slightly 
below the present data, while for the plain tube they fall slightly 
above. These small discrepancies combine to give larger dif
ferences in the calculated ratio shown in Fig. 4. 

The generally good agreement seen in Figs. 4, 5, and 6, 
between the earlier indirectly obtained data and those obtained 
in the present investigation, demonstrates that satisfactory va
por-side results can be obtained by indirect methods. Attention 
is drawn, however, to the great care taken in these earlier 
investigations to obtain very high accuracy in the overall data 
measurements. 
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d 
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Uv 

" 

-

Present data (direct measurement) 
Yau et al. (1986) (coolant-side subtraction) 
= 12.7 mm 
= 100kPa • 
= 0.72 m/s <«, 

<& 3D 

°rf> • 
OjsT Finned Tube . 

a^f t = 0.5 mm 
"> * h - 1.6 mm 

d> + b = 1.5 mm 
cP + 

6 + 
* + + 

<5> + . 
ta + 

8 + 

^ • ^ ^ Plain tube 
++ + 

50 

A T / K 
Fig. 6 Dependence of heat flux on vapor-side temperature difference 
for present and earlier investigations a) Steam (P = 100 kPa, Uv = 0.8 m/s) 

5 Comparison With Theory 

In Figs. 7 and 8, the present data are compared to the simple 
model of Beatty and Katz (1948), and with calculations carried 
out by Honda (1991), using the more complex model of Honda 
et al. (1987). The model of Beatty and Katz (1948) does not 
take account of the detrimental effect of surface tension, i.e., 
condensate "flooding" or "holdup" on the lower part of the 
tube, or the enhancing effect of surface tension on the un-
flooded part of the tube. With the smaller diameter tubes, and 
with relatively high surface tension fluids such as steam and 
ethylene glycol (Figs, la and lb), the effect of flooding is 
significant, and the experimental data fall well below the theory 
of Beatty and Katz. For low surface tension R-113 condensing 
on both size tubes (Figs. 1c and 8d), the effect of flooding is 
small, and the Beatty and Katz model is conservative for all 
but one of the tubes tested in the present investigation. (The 
near-perfect agreement seen in Fig. 1c for £> = 0.5 mm is for
tuitous.) For the case of steam and ethylene glycol condensing 
on the larger diameter tubes (Figs. 8a, b, and c), the beneficial 
and detrimental effects of surface tension approximately cancel 
out, and the Beatty and Katz model gives fairly good agreement 
with the experimental data. However, it should be noted that 
the model predicts the performance of a finned tube increases 
continuously as fin density increases, whereas the present data 
for steam and ethylene glycol show maximum enhancement 
ratios for fin spacings of 1.5 and 1.0 mm, respectively. 

The model of Honda et al. (1987) includes both condensate 
flooding and the enhancing effect of surface tension drainage 
on the unflooded part of the tube. Consequently it gives gen
erally better agreement with the experimental data. For steam 
and R-113 the Honda et al. model also predicts the correct 
dependence of the heat flux-temperature difference relation
ship on fin density. For ethylene glycol, however, the theory 
gives the best performing tubes to be those with a fin spacing 
of 0.5 mm, while the experimental data show an optimum 
spacing of 1.0 mm. 

6 Conclusion 

The present results are intended to serve as an accurate data 
base for use in the development and improvement of theoretical 
models. Moreover, since it is not feasible to manufacture in
strumented tubes of the type used in the present work for all 
cases for which data may be required, the results presented in 
this paper may also be of value for assessing experimental 
methods, for example where vapor-side results are inferred 

CM 

E 

• Honda etal . (1987) 
Beatty and Katz (1948) 

- - b 

0 s b.= 0.5 mm 
^. b = 1.0 mm 

^ b = 1.5 mm 

= 1.0 mm 

b = 1.5 mm 

Shekriladze and — ^ . r * s * f e » * « » -

Gomelauri (1966) 

20 40 GO 80 100 120 HO I GO 

AT/K 

b) Ethylene Glycol (P = 100 kPa, Uv = 0.42 m/s) 

<M 

E 
A 

O 

D 

V 

P l a i n tube 

b = 0.5 ram 

b = 1 .0 mm 

b = 1.5 mm 

• b = 1.5 mm 

- b = 1.0 mm 

c tav / , ' ^ b = 0 .5mm 

Shekriladze and 
Gomelauri (1966) 

H 1G 18 20 22 21 : 

A T / K 

c) R-113(P = 100kPa, Uv = 0.28 m/s) 

Fig. 7 Comparison of experimental data for smaller diameter tubes 
with theory (d = 12.7 mm, f = 0.5 mm, ft = 1.6 mm) 
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CM 
E 
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Gomelauri (1966) 

10 15 20 25 30 35 10 15 50 55 SO 10 20 3 0 10 5 0 SO 70 

AT/K 

a) Steam (P = 100 kPa, Uv = 0.72 m/s) 

90 100 

AT/K 

c) Ethylene Glycol (P = 2.5 kPa, Uv = 8 m/s) 

CM 

E 
P l a i n Lube 

b = 0.5 mm 

b = I .0 mm 

- Honda el al. (1987) 

Beatty and Katz (1948) 

Shekriladze £ 
Gomelauri 

16 IE 20 22 

AT/K 

b) Steam (P = 14 kPa, Uv = 2.6 m/s) 

CM 

E 

30 35 40 

AT/K 

d) R-113 (P = 100 kPa, Uv = 0.4 m/s) 
Fig. 8 Comparison of experimental data for larger diameter tubes with 
theory (d=19.1 mm, f=1.0 mm, ft = 1.0 mm) 

from overall heat transfer data. Comparisons with earlier work, 
where the same tube and fin geometry and test fluids have 
been used, show that indirect methods can give satisfactory 
results when extreme care is taken in the determination of heat 
flux and overall temperature difference. If such indirect meth
ods are employed in future investigations, tests with one of 
the fluids and at least one finned tube, with geometry the same 
as in the present investigation, would serve to assess the reli
ability of the method. 

Detailed comparisons with theory have shown the simple 
model of Beatty and Katz (1948) to be inadequate, although 
in some cases, where the beneficial and detrimental effects of 
surface tension cancel out, it can give fortuitously good results. 
The model of Honda et al. (1987) gave better overall agreement 
with the present experimental results. 
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An Experimental Study of Heat 
and l a s s Transfer During Drying 
of Packed Beds 
An experimental study has been conducted to provide a data base for drying packed 
beds of granular, nonhygroscopic materials. Experimental results for drying rate, 
saturation distribution, temperature distribution, and surf ace saturation are reported 
for drying glass beads under carefully documented drying conditions. Capillary 
pressure for both imbibition and drainage was measured for the glass beads, whose 
size ranged from 65 \im to 450 fim. The drying results demonstrate that, contrary 
to available model predictions, porous materials do not necessarily exhibit saturation 
gradients that always increase with distance from the drying surface. Under certain 
conditions the capillary potential is sufficient to create an internal drying front. The 
measurements of surface saturation are the first to be reported. They are utilized 
to speculate on the reasons for the failure of drying models to compare well with 
experiment without adjusting the convective heat or mass transfer coefficients. 

Introduction 

In the heat transfer literature there exists a large body of 
work on drying of porous materials. This work is for the most 
part theoretical or analytical. Models for the coupled transport 
phenomena that occur during various drying scenarios and 
numerical and analytical solutions for a variety of geometries, 
materials, and drying conditions are presented. The majority 
of these models are based on the work of Luikov (1966) and 
Whitaker (1977). Despite the significant theoretical attention 
to the problem, and the numerous natural and industrial ap
plications, very few experimental data having sufficient detail 
to validate the theoretical models are available. This is par
ticularly true for situations where the drying is initiated at 
near-saturated conditions. 

The experimental data most frequently referenced are those 
of Ceaglske and Hougen (1937). These data have several short
comings in terms of their utility in validating physical models 
for the drying process. First, only a very limited number of 
local saturation measurements were made during drying. These 
measurements were made by sectioning partially dried col
umns. Thus, the uncertainty in these measurements might be 
quite high. The necessary capillary pressure versus saturation 
data are also very minimal. Second, the drying air velocities 
are not reported, making it difficult for the modeler to estimate 
appropriate convective heat and mass transfer rates. Third, 
simultaneous measurement of temperature distributions, sat
uration distributions, etc., were not made in the Ceaglske and 
Hougen experiments. 

Whitaker (1980, 1984) and Whitaker and Chow (1983) have 
attempted to make comparisons between model calculations 
and the Ceaglske and Hougen experiments and in doing so 
have pointed out some of the above shortcomings. Good agree
ment between measured saturation profiles and calculated re
sults was achieved when the relative permeability and the 
capillary pressure were treated as adjustable functions. Both 
Plumb et al. (1985) and Whitaker (1984) have raised questions 
with regard to the appropriate heat and mass transfer coef
ficients for use in models for convective drying. Whitaker 
(1984) had to adjust the heat transfer coefficient in order to 
obtain good agreement between his model and the Ceaglske 
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and Hougen results and Plumb et al. (1985) had to adjust the 
mass transfer coefficient to get agreement with drying data for 
wood. This points out the need for experimental results for 
temperature and saturation or moisture content at the surface. 

The experimental results to be presented in this paper were 
undertaken with the objective of providing better experimental 
data for use in validating models for the drying process in
volving nonhygroscopic porous material. This work focuses 
on the high moisture content region where capillary transport 
plays the dominant role. 

Experimental results are reported for three sizes of glass 
beads spanning the range from 65 fim to 450 /*m. Measurements 
of local saturation, local temperature, and drying rate are 
reported along with the parameters related to the drying en
vironment. These include air velocity, relative humidity, and 
temperature. In addition, the capillary pressure versus satu
ration functions were measured for both imbibition and drain
age. The surface saturation was also measured in order to 
provide some insight on the convection mass transfer coeffi
cient. 

In what follows a brief summary of the theoretical back
ground will be presented. This is followed by a detailed de
scription of the experimental apparatus and procedures. The 
resulting measurements are then presented and discussed. 

Theoretical Background 
Whitaker (1980) has demonstrated that for low-intensity 

drying conditions the early stages of drying can be modeled 
as isothermal. Under these conditions the liquid transport is 
due to capillary action and the governing transport equation 
can be written in terms of the saturation: 

as 
dt~~ 

d_ 

~dx 

KKrl (dpc dS 
ds dx~ M 

-Pig (1) 

The appropriate boundary conditions would be a convective 
boundary condition for mass transfer at the surface and a no-
flux condition at the bottom, depending on the drying ge
ometry. 

Knowledge of two transport properties is essential in order 
to solve Eq. (1). Both are strongly dependent on the liquid 
saturation. These are the relative permeability, Krh and the 
capillary pressure function, dpc/dS. The liquid phase relative 

Journal of Heat Transfer AUGUST 1992, Vol. 114/727 

Copyright © 1992 by ASME
Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



permeability has traditionally been represented as a cubic func
tion of the normalized saturation: 

Table 1 Properties of glass beads used in drying experiments 

Kri 

where 

" 1 - S A . 

(2) 

(3) 

In Eq. (3) Sir is the irreducible saturation, defined as the sat
uration below which the liquid phase is no longer continuous 
and hence immobile. Equation (2) has been well documented 
experimentally, at least for granular materials consisting of 
particles of uniform size (Verma et al. 1985). Other models 
for the liquid phase relative permeability can be found from 
Brooks and Corey (1968), Mualem (1976), and van Genuchten 
(1980). The models of both Mualem and van Genuchten agree 
well with Eq. (2). Relative permeability was not pursued in 
detail in this study since functions very similar to Eq. (2) are 
well supported by experimental results. 

An excellent summary of the available predictive tools for 
both relative permeability and capillary pressure can be found 
from Luckner et al. (1989). For granular materials of relatively 
uniform particle size, capillary pressure curves can be well 
represented empirically by expressions of the form 

1 
1 +(ah)" 

1-1 / /? (4) 

where a and n are constants to be determined experimentally 
and Se is given by Eq. (3) for drainage and Se = S for imbi
bition. In Eq. (4) the capillary pressure is expressed in terms 
of the hydrostatic head, h = pc/p/g. If experimental results 
are to be useful, the empirical constants a and n that appear 
in Eq. (4) as well as the irreducible saturation must be presented 
for the material in question. As will become apparent later, 
these constants must be determined for both imbibition and 
drainage because of hysteresis in the capillary pressure curve. 

Equation (4) does not include a mechanism to account for 
variations in surface tension that result from changes in tem
perature during drying. This is generally done in the heat trans
fer and petroleum reservoir engineering literature using the 
functional relationship proposed by Leverett (1941): 

Pc = ~ 
of(Se) 

(5) 

It is of great importance to the modeling effort to determine 
whether Eq. (5) can be used for a broad range of materials 
and the resulting sacrifice in accuracy since hysteresis is not 
taken into account. 

Experimental Apparatus and Procedures 
The results to be reported involve convective drying of packed 

beds of 65 ̂ m, 120 jim, and 450 pm glass beads. The uniformity 
and sphericity of the glass beads are reported in Table 1. 
Capillary pressure versus saturation was measured by wetting 

Density, g/cm3 

Size range—min 
max 

Sphericity, percent 

450 /im 

2.5 
295 
589 
>85 

120 /an 

2.5 
104 
149 

80-85 

65 ixm 

2.5 
43 

100 
>85 

or draining a colunin of glass beads until hydrostatic equilib
rium was reached. For imbibition or wetting a column of dry 
glass beads was exposed at its lower end to a pool of distilled 
water, which was maintained at a constant level. The top of 
the column was covered with a plate containing a pinhole, 
which allowed atmospheric pressure to be maintained above 
the column but prevented excessive evaporation. After achiev
ing equilibrium, the columns were then allowed to drain by 
gravity to obtain the drainage curve. The local saturation as 
function of height was then measured using gamma attenua
tion. 

Details of the design of the gamma attenuation system, which 
was used to make saturation measurements both for the cap
illary pressure curves and for the drying experiments, can be 
found from Spolek and Plumb (1981) and Plumb et al. (1984). 
A cylindrical 570 mCi Am-241 gamma source is collimated by 
placing it in brass shielding behind a slit. The slit is 2.8 cm 
wide and 0.5 mm high. Thus, local saturation measurements 
are averaged values over a slice of the material approximately 
0.5 mm thick. The attenuated gamma energy emerging from 
the test sample is detected using an NaTl scintillation crystal 
integrally mounted to a photomultiplier tube. The detector is 
also shielded with a brass plate having a slit 0.5 mm high and 
3.8 cm wide. This slit is aligned with the slit at the source and 
serves to minimize background radiation. The entire source/ 
detector assembly is mounted on a traverse mechanism having 
a minimum vertical step of 0.44 mm. 

Making saturation measurements using this system requires 
the measurement of the amount of attenuation that results due 
to the container, measurement of the amount of attenuation 
that results due to dry glass beads, and measurement of the 
mass attenuation coefficient for water. The uncertainty in the 
saturation measurements is estimated to be less than 5 percent 
at 90 percent saturation and 36 percent at 9 percent saturation. 
At an intermediate saturation of 30 percent it is approximately 
12 percent. Fortunately, we are interested primarily in satu
ration above the irreducible saturation, which is between 10 
and 15 percent. 

Surface saturation measurements were made utilizing near-
infrared reflectance (NIR). The NIR system assembled for this 
study utilizes the adsorption band for water, which is centered 
on 1.94 ^m. Infrared light is produced by a 250 W quartz-
halogen lamp with a tungsten filament. Light from the lamp 
is collimated by a 3.81-cm-dia, 35 mm focal length pyrex con
densing lens. This produced a beam normal to a turret in which 
1.9 ftm and 1.7 ^m narrow band filters are mounted. The 1.9 

D = 
f = 

g = 
hfg = 
K = 

Krl = 

L = 
m, n = 

particle diameter 
capillary pressure saturation 
function defined in Eq. (5) 
acceleration of gravity 
latent heat for evaporation 
permeability 
liquid phase relative permea
bility 
bed depth 
empirical constants defined in 
Eq. (4) 

Nu 
Pc 
Po 

Pv 
R 

Re 
S 

Se 

Sir 

= Nusselt number 
= capillary pressure 
= reference pressure defined in 

Eq. (9) 
= vapor pressure 
= gas constant 
= Reynolds number 
= saturation 
= normalized saturation defined 

in Eq. (3) 
= irreducible saturation 

T 
T 
1 0 

X 

a 

K 

/*/ 
Pi 
a 

<t> 

= temperature 
= reference temperature defined 

in Eq. (9) 
= Cartesian coordinate 
= empirical constant defined in 

Eq. (4) 
= empirical constant defined in 

Eq. (6) 
= liquid viscosity 
= liquid density 
= surface tension 
= porosity 
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Table 2 Calibration constants for the NIR surface saturation 
measurements 

65 nm 
120 /im 
450 îm 

0.11410 
-0.23190 
0.00335 

2.0594 
2.4748 
1.1096 

0.60086 
0.78400 
0.09174 

1.0 
z 
o 

< 0.8 
at 

</> 0.6 
O 
UJ 

< 0.4 
D 
O 

< 0 . 2 

. S - "0.2319 log (l/R 1.9) + 2.4748log (l/R 1.71 + 0.7840 

GLASS BEA0 SIZE- 120/im 

0 0.25 Q50 O.TS U » 
MEASURED SATURATION 

Fig. 1 Calibration curve for NIR surface saturation measurements for 
120 ftm glass beads 

fim filter is near the center of a strong absorption band for 
water, whereas the 1.7 /im filter is in a much weaker absorption 
band. The basic operating principle is that the radiative prop
erties of the glass beads will not vary significantly over this 
small difference in wave length. However, both are strongly 
dependent on the presence of water at the surface. A 90 deg 
light tube with a 50 mm focal length planoconvex lens was 
used to focus the filtered light on the sample surface. This 
resulted in a measuring area on the sample surface that was 
approximately 0.5 cm in diameter, thus providing the capability 
to make a local surface saturation measurement. The incident 
beam was directed normal to the surface. The reflected beam 
that was sensed by the detector was at 10 deg from the normal. 
The reflected light from the sample was sensed using a lead 
sulfide detector with a thermoelectric cooler to maintain con
stant temperature. In order to reduce background radiation 
and other noise, a chopper was placed between the filters and 
the condensing lens assembly. 

The NIR system was calibrated by making measurements 
on packed beds of the glass beads used in the experiments. 
These beds were 3 mm thick to insure as closely as possible 
that they were of uniform saturation. The saturation level of 
these beds was established by weight. Distilled water was used 
in all the experimental measurements to be discussed. The 
calibration was completed using multiple linear regression 
analysis as suggested by Wetzel (1983) to fit the results with 
an expression of the form 

1 1 
S= K,.9log — + «,.7Iog — + C 

M.9 M.7 

(6) 

The calibration constants for the three sizes of glass beads 
studied are listed in Table 2. Figure 1 presents the actual cal
ibration data for the 120 fim beads. This figure is included to 
provide a quantitative picture of the uncertainty associated 
with this measurement. 

The total weight loss as a function of time or drying rate 
was measured using an electronic balance. The uncertainty in 
this measurement was estimated to be 2.5 percent. Weight loss 
measurements will be compared with integrations of the local 
saturation measurements in the results section in order to pro-

1. Healing elements 
2. Exhaust blower 
3. Electronic balance 
4. Near-lnlrorad scanning system 
5. Comma ottonluation system 
6. Horizontal traverse and 

weight measurement system 
7. Drying chamber 
8. Air supply from centrifugal 

blower 

Fig. 2 Schematic of the experimental facility 

vide further evidence of the performance of these two meas
urement systems. 

Because of the desire to eliminate aerodynamic drag on the 
sample during weighing and because the optics for the NIR 
system would interfere with the air flow, it was necessary to 
remove the sample physically from the drying air stream for 
surface saturation measurements and weighing. To accomplish 
this, a traverse system designed around a print head career and 
drive mechanism was fabricated. This allowed both measure
ments to be made while removing the sample from the drying 
air stream for less than one minute. The uncertainty associated 
with this procedure is difficult to estimate. This measurement 
was typically made every ten minutes; thus, the sample was 
removed from the forced air drying environment for less than 
10 percent of the total drying time, leading to the conclusion 
that the associated uncertainty is less than 10 percent. 

The temperature distribution in the packed bed was meas
ured using embedded thermocouples. The uncertainty in these 
measurements is estimated to be approximately ±0.5°C. Since 
the drying is intended to be one-dimensional, care was taken 
to design a container for the packed bed that had minimal heat 
losses or gains. The container was constructed from plexiglass 
with a double wall to provide a 1 cm air gap on all four vertical 
sides. In addition, the bottom and the sides parallel to the 
gamma beam were insulated with 4 cm of rigid foam insulation. 
This insulation could not be placed on the sides normal to the 
gamma beam because of limited space between the source and 
detector. The heat transfer to the packed bed from sides and 
bottom was calculated to be a maximum of 5 percent of the 
total heat transfer at the drying surface for the entire drying 
period. 

Since an extensive amount of data was to be acquired over 
a long period of time, the entire experiment was computer 
controlled and the data acquisition automated. Hence, once 
initiated the experiment could run unattended if desired. A 
schematic of the complete drying system is shown in Fig. 2. 

Discussion of Results 

The results for the capillary pressure measurements are shown 
in Figs. 3-5. Results are presented as head in cm versus the 
normalized saturation, Se. The solid and dashed lines on the 
figures are the result of curve fits of the form given by Eq. 
(4). The constants for the curve fits are presented in Table 3. 
The general shape of the capillary pressure-saturation curves 
is typical. However, it is quite clear that the empirical constants 
in Eq. (4) are not universal. This is somewhat discouraging 
since it implies that capillary pressure measurements must be 
made for every material of interest. 

In an attempt to develop a universal capillary pressure versus 
saturation function, the Leverett function given by Eq. (5) was 
tested. The Leverett equation scales the capillary pressure for 
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Fig. 5 Capillary pressure curves for 450 urn beads 

particle size using the square root of the permeability, which 
is proportional to the square of particle diameter. In this case 
the saturated permeability was determined using the Blake-
Kozeny equation, which is commonly used in modeling studies 
and has been verified experimentally (Ergun, 1952; Crawford 
and Plumb, 1986): 

K-
tfD2 

Table 3 Constants determined by fitting Eq. (4) to the ex
perimental results 

65 ^m imbibition 
65 ftm drainage 
120 jun imbibition 
120 fim drainage 
450 fim imbibition 
450 /xm drainage 

0.02191 
0.01776 
0.02289 
0.01734 
0.1656 
0.07324 

50.39 
10.02 
50.92 
8.162 
14.34 
14.95 

— 
0.10 
— 

0.10 
— 

0.10 

0.35 0.36 0.39 0.40 

Fig. 6 
beads 

1.6 

0.37 0.38 

POROSITY 
Measured variation in porosity in a packed bed of 450 urn glass 

1.2 
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0.4 

— WHITAKER 

• ™ UDELL 

EQ.3.4 

0 25 0.50 0.73 

EFFECTIVE SATURATION 
l.OO 

150(1 ~4>Y 
(7) 

Fig . 7 Compar i son of the exper imen ta l resu l ts for three sizes of g lass 
beads w i th Eq. (5) 

In Eq. (7) D is the mean particle diameter. The porosities of 
all of the packed beds were measured and varied from 0.35 to 
0.38. An example of the variation in porosity measured using 
gamma attenuation for a typical bed is shown in Fig. 6. Figure 
7 shows the experimental data for drainage and imbibition for 
the three sizes of glass beads compared to Eq. (5). In this case 
f(Se) has been fit to the functional form as given by Eq. (4), 
resulting in a = 3.25, n = 24, and Sir = 0.10. Hysteresis is 
accounted for only through the different definitions of Se for 
drainage and imbibition. The imbibition function proposed by 
Udell (1985) and subsequently used in several other modeling 
studies is also shown on the figure. The conclusion is that this 
is not the best fit at least for the type of materials studied here 
even though it is a fit to some of the original data due to 
Leverett. Also shown on the figure is the function used by 
Whitaker (1980) in his modeling studies. This function origi
nated from a fit to Ceaglske and Hougen's data. It appears 
to be a fairly good representation of the experimental data 
developed in this study. 
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Fig. 9 Weight loss as a function of time for 450 pm beads from direct 
measurement and integration of saturation profiles 

As indicated earlier, the cubic relationship between liquid 
phase relative permeability is fairly well accepted; thus, no 
attempts were made to make a direct measurement. Mualem 
(1976) has developed a method for estimating relative perme
ability from measurement of the capillary pressure curve. This 
relationship was simplified by van Genuchten (1980) to yield 
the following relationship in terms of the empirical constants 
defined in Eq. (4): 

Kri 'i[l-{\-SYm)mY (8) 
Equation (8) with constants from our data compares well with 
the cubic relation expressed in Eq. (2). 

Weight loss for the 65 jim and 450 fim glass beads and for 
beds 2.54 cm and 5.3 cm deep is shown in Figs. 8 and 9. In 
these figures a comparison is made between the direct meas
urement of weight loss and the weight loss calculated by in
tegrating the saturation profiles measured using gamma 
attenuation. The two methods of determining weight loss com
pare well and support our confidence in the reliability of both 
measurement systems. For all cases the drying air velocity is 
4.8-4.9 m/s and the temperature 63-65°C. The dew point for 
the drying air varied from - 1°C to 7°C and the porosity of 
the beds ranged from 0.35 to 0.37. Table 4 gives the details 
of the experimental conditions for all of the results presented. 
The drying rates during the constant drying rate period for all 
three sizes of glass beads are tabulated in Table 5. A typical 
drying rate curve for the 120 urn beads is shown in Fig. 10. 
Under the conditions studied a constant drying rate resulted 
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Fig. 10 Drying rate versus saturation for 120 jim beads (experiments 
No. 3 and A) 

Table 4 Drying conditions for the results presented 

Exp 
No. 

1 
2 
3 
4 
5 
6 

Bead 
size 

65 /im 
65 ftm 

120 ftm 
120//m 
450 ^m 
450 /on 

Bed 
depth, cm 

2.54 
5.30 
2.54 
5.30 
2.54 
5.30 

Porosity 

0.375 
0.370 
0.355 
0.370 
0.346 
0.363 

Air 
velocity, 

m/s 
4.8 
4.8 
4.9 
4.9 
4.8 
4.9 

Air 
temperature, 

°C 
63 
63 
65 
65 
65 
65 

Dew 
point, °C 

7.0 
6.0 

- 1 . 5 
- 1 . 0 

5.0 
0.0 

Table 5 Drying rates during the constant rate period (air 
velocity 4.8-4.9 m/s) 
Bead Size 

65 /im 
120 fjm 
450/xm 

Drying 

2.54 cm bed 

0.29 
0.25 
0.24 

rate, g/h cm2 

5.3 cm bed 

0.29 
0.22 
0.25 

for all three sizes of glass beads down to a saturation of ap
proximately 0.2 at which point the falling rate regime began. 
This is the point at which the saturation is approaching the 
irreducible saturation and capillary transport is no longer the 
dominant liquid transport mechanism. Throughout the con
stant rate period the drying process is externally limited by the 
transport in the boundary layer at the surface. As can be seen 
in the table, the 65 urn beads actually displayed a slightly higher 
drying rate than the larger beads. This is contrary to the data 
of Ceaglske and Hougen, in which the drying rate for smaller 
grain size was typically lower. This might be the expected result 
since the permeability is much less for the smaller beads. An 
explanation for this will develop later when the local saturation 
measurements are discussed. 

Typical results for the surface saturation measurements are 
shown in Fig. 11 for experimental runs Nos. 1 and 5 involving 
65 f*m and 450 /j,m glass beads. The surface saturation drops 
quickly at the onset of drying as the surface heats up, and 
excess surface water is removed, establishing saturation gra
dients that drive the capillary transport of liquid. This is fol
lowed by an almost linear decrease in surface saturation with 
time during the constant drying rate period. When the surface 
saturation reaches the irreducible saturation a slight increase 
in the slope is observed. This increase in slope coincides with 
the end of the constant rate period. The 65 ^m beads exhibit 
a wetter surface condition due to the greater capillary pressure. 
This is most likely the reason for the higher drying rates. 

Results of local saturation measurements are shown in Fig
ures 12-14. The results are presented as saturation as a function 
of position with time as a parameter. The 450 fim beads dry 
as would be expected and as would be predicted at least qual-
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Fig. 11 Measured surface saturation as a function of time for 65 jim 
and 450 jim glass beads 
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Fig. 12 Saturation distribution in the 65 jtm glass beads 

itatively by the models available in the literature. That is, a 
saturation gradient is established that provides liquid to the 
surface via capillary transport. The saturation always increases 
with distance from the drying surface. As the irreducible sat
uration is approached at the end of the constant rate period, 
the saturation is very uniform throughout the bed. This is the 
point at which capillary transport ceases and subsequent water 
removal is through diffusion in the vapor phase. 

For the 65 /*m and 120 pm glass beads a somewhat surprising 
phenomenon was observed. It is at least contrary to any of 
the model predictions that are available in the literature. In 
all cases these beds had the lowest saturation at the bottom 
and very close to the surface. In this case sufficient suction 
potential is developed near the surface to lift the entire water 
column in the packed bed. This implies that in model calcu
lations the vapor phase pressure must be included, the grav
itational term should not be neglected, as is most often the 
case, and careful attention must be paid to the bed depth and 
the boundary condition at the bottom. This phenomenon was 
verified in several ways to insure that the saturation measure
ments were correct. First, a bed of 65 ^m glass beads was 
partially dried and sectioned vertically. This was done since 
we had learned that visual observation gives a qualitative in
dication of saturation. The drier beads appear lighter in color 
due to the increased reflection and scattering of light in the 
visible range. This exercise confirmed the measurements. In 
addition, one experiment using 65 fim beads was conducted 
with a pressure tap attached to a manometer inserted at the 
bottom of the bed. The pressure dropped very quickly to 0.305 
cm (vacuum) of water as the bed began to dry but after a short 

i.oo -
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Fig. 13 Saturation distribution in the 120 jim glass beads 
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Fig. 14 Saturation distribution in the 450 jim glass beads 

period rose to atmospheric. This implies that air broke through 
from the surface of the bed even at very high liquid saturation. 
This result is not extremely surprising since the knee of the 
capillary pressure curves for the 65 pm and 120 (im beads is 
at roughly 60 cm and 40 cm of head, respectively, for imbi
bition, while that for the 450 /xm beads is only about 12 cm. 
The relative permeability for the vapor phase should be ex
pected to be nonzero at liquid phase saturation somewhere 
around 20 percent. Thus, the potential exists for the smaller 
beads to lift a large column of water and the air should be 
expected to penetrate at high saturations. Some further evi
dence of this phenomenon can be seen in the measured tem
perature distributions, although it is not conclusive. 

Typical temperature profiles for the 65 and 450 ̂ m sizes are 
shown in Fig. 15. As can be seen in the figure, the assumption 
of isothermal drying would not appear to be unreasonable for 
the conditions examined. In all cases the temperature quickly 
rose to the wet bulb temperature at the onset of drying. It then 
increased very slowly during the constant rate period where 
capillary transport is sufficient to supply liquid to the surface. 
When the surface reached the irreducible saturation, the tem
perature then increased rather quickly to the dry bulb tem
perature as the falling rate period began. This type of 
temperature behavior is indicative of low-intensity drying. For 
high-intensity drying the surface temperature would be ex
pected to rise directly to the dry bulb temperature, eliminating 
the plateau at the wet bulb temperature. This is an important 
delineation since for many situations it is desirable to maintain 
the surface at the wet bulb temperature for as long as possible. 
Certain products—particularly food products—case harden if 
the surface is completely dry. This can impede further drying 
as well as produce an undesirable end product. Low-intensity 
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Fig. 15 Local temperature as a function of time for (a) 65 /«m and (b) 
450 /im glass beads 

drying is also important for temperature sensitive materials 
and materials subject to drying stresses caused by sharp gra
dients in temperature and moisture content. For these reasons 
the ability to predict the drying environment for which low-
intensity drying will prevail is highly desirable. 

The measured temperature profiles are consistent with the 
saturation measurements in that for the large beads the tem
perature is highest at the drying surface throughout the drying 
process. However, for the 120 /im and 65 fim beads the highest 
measured temperatures were frequently in the lower regions 
of the bed during the constant rate period where the surface 
was near the wet bulb temperature. If thermal equilibrium is 
assumed to prevail, it can be expressed by the combination of 
the Clapeyron and Kelvin equations resulting in 

" l + - ^ 
hfgPi 

T= T0 JJ= y - (9) 

Equation (9) demonstrates that high capillary pressure, which 
corresponds to low saturation, serves to elevate the equilibrium 
temperature. Equation (9) implies that at equilibrium the driest 
regions of the bed can exhibit higher temperatures. If the driest 
portion of the bed is at the bottom, as is the case for the smaller 
beads, there must be a source of heat transfer to the lower 
regions of the bed other than conduction from the top. This 
could result from heat carried by convection in the vapor phase 
when the air "breaks through" from the surface or perhaps 

more likely from heat gain from the ambient through the 
insulation to the lower portions of the bed. 

As indicated earlier both Plumb et al. (1985) and Whitaker 
(1984) have encountered problems with the Convective bound
ary conditions when attempting to make comparisons between 
experimental results and models. In the first case the convective 
mass transfer coefficient was altered from that calculated from 
analogy based on the postulation that analogy should hold 
only if the surfaces were completely covered with water re
sulting in the saturated vapor conditions at all points on the 
surface. If the surface is only partially wet, then the vapor 
pressure at the surface should be less than the saturated value, 
thus decreasing the driving potential for mass transfer. Whi
taker (1984) had to alter the heat transfer coefficient calculated 
from analogy with the mass transfer in order to obtain agree
ment between his model and the experimental data of Ceaglske 
and Hougen. Thus, it is of interest to use our experimental 
data to explore the near surface physics. For the stagnation 
flow studied the predicted Reynolds number is on the order 
of 6000. The Nusselt number for a Prandtl number of 0.7 is 
then given by (Kays and Crawford, 1980) 

Nu = 0.496Re1/2 (11) 

This leads to a Nusselt number of approximately 40 and an 
identical Sherwood number since the Lewis number is near 
unity. If this Sherwood number and the measured surface 
temperature in the constant drying rate region are used to 
calculate the mass transfer rate assuming saturated vapor at 
the surface, the result is higher than the measured drying rate 
by a factor of two. In contrast when the convective heat transfer 
coefficient is calculated using Eq. (11) and coupled with the 
measured surface temperature to predict the rate of heat trans
fer, the result is 30 percent less than that necessary to result 
in the measured drying rate assuming that all of the heat trans
fer at the surface goes into latent heat. This leads to the con
clusion that for drying packed beds, the partial pressure of the 
water vapor at the surface is less than the saturated value for 
all surface saturations measured during the constant rate pe
riod, the mass transfer coefficient obtained from analogy is 
incorrect, or a combination of these two occurs. This has 
important implications from the modeling standpoint. This, 
coupled with the pressure-driven flow through the bed for the 
smaller beads, means that the transport of air by both diffusion 
and convection must be considered in the analysis in order to 
predict the partial pressure of the water vapor at the drying 
surface. This has not been done in most of the drying predic
tions available in the literature. 

In order to present results having some practical value, we 
have, for the constant drying rate period, back calculated sur
face vapor pressure as a function of saturation. This calculation 
uses the measured drying rate and the convective mass transfer 
coefficient calculated using Eq. (11). These results are shown 
in Fig. 16. For the 450 /xm glass beads the calculated partial 
pressure is 20 to 30 percent of the saturated value. In the case 
of the 120 fim beads this value is 40-50 percent. Our expla
nation for this is that for smaller beads the islands of water 
are smaller and larger in number for the same saturation. The 
results for the 65 /*m glass beads fall in between. This appears 
to be a result of the fact that the surface temperature was 
higher for the smaller beads and the plateau at or near the wet 
bulb temperature was much shorter and less well defined. These 
results should be applied with great caution since they are 
expected to be, at the minimum, a function of Reynolds num
ber or mass transfer boundary layer thickness, whether the 
flow is laminar or turbulent, drying rate, and Schmidt number 
if the vapor is other than water. 

Conclusions 
We have presented what is believed to be the most compre-

Journal of Heat Transfer AUGUST 1992, Vol. 114/733 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.6 

< 
J" 
1- 0.4 

0.3 

0.2 

-
i - • • 

0 B& * * 
a B • 

a 
e 

9 

e 

A A A A A A A 

* * 

1 1 

a* 
9 

0 

• 65/Am 

• 120/im 

A 450 / im 

1 
0.2 0.4 0.6 0.8 

MEASURED SURFACE SATURATION 
1.0 

Fig. 16 Calculated water vapor partial pressure as a function of meas
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hensive set of drying data available for packed beds of glass 
beads. Results include capillary pressure curves for both drain
age and imbibition, parameters that define the drying geometry 
and environment, drying rates as a function of time, surface 
saturation, saturation distribution, and temperature distri
bution. The following conclusions have been drawn: 

1 The empirical expression for capillary pressure recom
mended by Luckner et al. (1989) provides a good fit to the 
experimental data for glass beads, although the empirical con
stants are not universal. The universal relationship of Leverett 
results in a good qualitative representation but lacks precision 
probably because hysteresis is not effectively modeled. 

2 Under the same drying conditions, the data indicate that 
the drying rate for smaller bead sizes can be higher than that 
for larger beads despite the much lower permeability. This is 
presumed to be a result of the capillary pressure being suffi
ciently high to maintain high saturation near the drying surface. 

3 Local saturation does not always increase with depth as 
predicted by previous model studies. When capillary pressure 
is sufficiently high the entire column of liquid can be lifted 
toward the surface, resulting in two drying fronts—one at the 
top of the bed and one at the bottom. 

4 These results confirm the observations of others with 
regard to the convective mass transfer coefficient. The data 
indicate that the partial pressure of water vapor at the drying 
surface is less than the saturated value for the majority of the 
drying period or that the convective mass transfer coefficient 
calculated from analogy is incorrect or a combination of these 
two is prevalent. 

It is hoped that these results will provide a useful tool for 

use in validating drying models for a variety of materials and 
drying scenarios. 

Acknowledgments 
This material is based in part upon work supported by the 

Cooperative State Research Service, U.S. Department of Ag
riculture, under Grant No. 87-FSTY-9-0244. 

References 
Brooks, R. H., and Corey, A. T., 1968, "Properties of Porous Media Af

fecting Fluid Flow," ASCE / . Irrig. Drain, Vol. 92(IR2), pp. 61-66. 
Ceaglske, N. H., and Hougen, O. A., 1937, "Drying Granular Solids," lnd. 

Eng. Chem., Vol. 29, pp. 805-817. 
Crawford, C , and Plumb, O. A., 1986, "The Influence of Surface Roughness 

on Resistance to Flow Through Packed Beds," ASME Journal of Fluids En
gineering, Vol. 108, pp. 343-347. 

Ergun, S., 1952, "Fluid Flow Through Packed Columns," Chemical Engi
neering Progress, Vol. 43(2), pp. 89-94. 

Kays, W. M., and Crawford, M. E., 1980, Convective Heat and Mass Transfer, 
2nd ed., McGraw-Hill, New York. 

Leverett, M. C , 1941, "Capillary Behavior in Porous Solids," AIME Trans., 
Vol. 142, pp. 152-169. 

Luckner, L., van Genuchten, M.Th., and Nielsen, D. R., 1989, "A Consistent 
Set of Parametric Models for the Two-Phase Flow of Immiscible Fluids in the 
Subsurface," Water Resour. Res., Vol. 25(10), pp. 2187-2193. 

Luikov, A. V., 1966, Heat and Mass Transfer in Capillary-Porous Bodies, 
Pergamon Press, Oxford, United Kingdom. 

Mualem, Y., 1976, "A New Model for Predicting the Hydraulic Conductivity 
of Unsaturated Porous Media," Water Resour. Res., Vol. 25(3), pp. 513-522. 

Plumb, O. A., Brown, C. A., and Olmstead, B. A., 1984, "Experimental 
Measurements of Heat and Mass Transfer During Convective Drying of Southern 
Pine," Wood Sci. Technol., Vol. 18, pp. 187-204. 

Plumb, O.A., Spolek, G. E., and Olmstead, B. A., 1985, "Heat and Mass 
Transfer in Wood During Drying," Int. J. Heat Mass Transfer, Vol. 28, pp. 
1669-1678. 

Spolek, G. A., and Plumb, O. A., 1981, "Capillary Pressure in Softwoods," 
Wood Sci. Technol., Vol. 15, pp. 189-199. 

Udell, K. S., 1985, "Heat Transfer in Porous Media Considering Phase Change 
and Capillarity—the Heat Pipe Effect," Int. J. Heat Mass Transfer, Vol. 28(2), 
pp. 485-495. 

van Genuchten, M. Th., 1980, "A Closed-Form Equation for Predicting the 
Hydraulic Conductivity of Unsaturated Soils," Soils Sci. Soc. Am. J., Vol. 44, 
pp. 892-898. 

Verma, A. K., Pruess, K., Tsang, C. F., and Witherspoon, P. A., 1985, "A 
Study of Two-Phase Concurrent Flow of Stream and Water in an Unconsolidated 
Porous Medium," in: Heat Transfer in Porous Media and Particulate Flows, 
L. S. Yao, ed., ASME HTD-Vol. 46, pp. 135-143. 

Wetzel, D. L., 1983, "Near Infrared Reflectance Analysis-Sleeper Among 
Spectroscopic Techniques," Analytical Chemistry, Vol. 55, p. 1165A. 

Whitaker, S., 1977, "Simultaneous Heat, Mass and Momentum Transfer in 
Porous Media: A Theory of Drying," in: Advances in Heat Transfer, T. J. 
Irvine and J. P. Hartnett, eds., Academic Press, New York, Vol. 3. 

Whitaker, S., 1980, "Heat and Mass Transfer in Granular Porous Media," 
in: Advances in Drying, A. S. Mujumdar, ed., Hemisphere, Washington, DC, 
Vol. 1. 

Whitaker, S., and Chow, W. T.-H., 1983, "Drying Granular Porous M e d i a -
Theory and Experiment," Drying Tech., Vol. 1, pp. 3-33. 

Whitaker, S., 1984, "Moisture Transport Mechanisms During the Drying of 
Granular Porous Media," Proc. of the Fourth Intl. Drying Symposium, Vol. 
1, Kyoto, Japan, pp. 31-42. 

734 / Vol. 114, AUGUST 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. T. Lin 

M. Choi1 

R. Greif 

Department of Mechanical Engineering, 
University of California at Berkeley, 

Berkeley, CA 94720 

A Three-Dimensional Analysis of 
Particle Deposition for the Modified 
Chemical Vapor Deposition 
(MCVD) Process 
A study has been made of the deposition of particles that occurs during the modified 
chemical vapor deposition (MCVD) process. The three-dimensional conservation 
equations of mass, momentum, and energy have been solved numerically for forced 
flow, including the effects of buoyancy and variable properties in a heated, rotating 
tube. The motion of the particles that are formed is determined from the combined 
effects resulting from thermophoresis and the forced and secondary flows. The 
effects of torch speed, rotational speed, inlet flow rate, tube radius, and maximum 
surface temperature on deposition are studied. In a horizontal tube, buoyancy results 
in circumferentially nonuniform temperature and velocity fields and particle dep
osition. The effect of tube rotation greatly reduces the nonuniformity of particle 
deposition in the circumferential direction. The process is chemical-reaction limited 
at larger flow rates and particle-transport limited at smaller flow rates. The vertical 
tube geometry has also been studied because its symmetric configuration results in 
uniform particle deposition in the circumferential direction. The "upward" flow 
condition results in a large overall deposition efficiency, but this is also accompanied 
by a large "tapered entry length. " 

Introduction 
The Modified Chemical Vapor Deposition (MCVD) process 

is widely used for the manufacture of high-quality optical 
waveguides (MacChesney et al., 1974a, 1974b; Nagel et al., 
1982; Simpkins et al., 1979; Walker et al., 1979). Studies of 
laser-enhanced MCVD have been carried out by Wang et al. 
(1985), DiGiovanni et al. (1985), and Morse et al. (1986). 
Variable property effects have been studied by Walker et al. 
(1980) and a study of chemical kinetics and silica aerosol dy
namics has been carried out by Kim and Pratsinis (1988). 
Annulus MCVD has been proposed and studied experimentally 
and numerically by Fiebig et al. (1988). Three-dimensional 
variations of the temperature profiles have been studied uti
lizing a parabolic velocity profile (Choi et al., 1989). The effects 
of buoyancy and tube rotation have also been studied using a 
perturbation analysis (Choi et al., 1990). An earlier work stud
ied the effects of variable properties with tube rotation for a 
fast-moving torch (Choi et al., 1987). The effects of buoyancy, 
tube rotation, and variable properties on the flow and heat 
transfer in respect to the MCVD process were studied by Lin 
et al. (1991). 

In the present work the effects of tube rotation, torch speed, 
inlet flow rate, tube radius, and maximum surface temperature 
on particle deposition are studied in a three-dimensional flow 
field relative to the MCVD process. The vertical tube geometry 
is also included because for this configuration there is no cir
cumferential variation (the surface temperature is assumed to 
be uniform in the angular direction, i.e., two-dimensional) and 
the resulting particle deposition is uniform in the circumfer
ential direction. The motion of the particles is determined from 
the combined effects of thermophoresis and the forced and 
secondary flows, due to the effects of buoyancy and variable 
properties. 

Seoul National University, Seoul, South Korea. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
1991; revision received January 1992. Keywords: Forced Convection, High-
Temperature Phenomena, Mixed Convection. 

Analysis 
The gas is flowing inside a circular tube, which is rotating 

about its axis (Fig. 1). A coordinate £ defined by £ =x- Vtorcht, 
together with the polar coordinates r, 6 (fixed in space, not 
rotating) results in the steady-state coordinate system (r, 6, 
£) with velocities (u, u, w). The torch is located at £ = 0. The 
flow is considered to be three dimensional and laminar. The 
governing equations and boundary conditions are given by 
Burmeister (1982) and Lin et al. (1991). Information on the 
numerical solution is given by Lin et al. (1991). The effects of 
buoyancy and variable properties are included with the density, 
thermal conductivity, and viscosity being functions of the tem
perature. The wall temperature distribution is based on the 
measurements of Walker et al. (1980). It is assumed that the 
wall temperature is uniform in the circumferential direction. 
A study was carried out to determine the circumferential var
iation of the wall temperature. This included the effects of 
tube thickness, deposition layer, and tube rotation. The re
sulting inside wall temperature was shown to vary only slightly 
in the circumferential direction (Lin et al., 1992). At the en
trance, £ = -L,, the temperature is equal to a constant value, 
7}. The total length, L, is 0.6 m and the distance between the 
torch and the location where the velocity and temperature are 
specified L„ is 0.275 m. In the region behind and away from 

Fig. 1 Sketch of the system 
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the torch, chemical reactions do not occur and the gas is com
prised of SiCl4, 0 2 , etc. In the region near the torch, chemical 
reactions occur and particles have formed. In this region it is 
assumed that particle mass loading does not strongly influence 
the flow field. A study of the effects of particle loading is 
given by Rosner and Park (1988). Particles are initiated 
(formed) at the locations, (rh 0,, £,), where the.gas temperatures 
first exceed the reaction temperature, Trxn, along the stream
lines. The local particle formation rate per unit area is 
I p(V • n)Fl, where Fis the fraction of the reacting components, 
such as SiCl4 and/or GeCl4, of the gas, and V is the local gas 
velocity and n is the unit vector normal to the iso
thermal contour for T= Trx„. It is assumed that the gas is 
uniformly mixed and that Fis constant. The chemical reactions 
are assumed to be completed once the gas temperature reaches 
Trxn. The motion of the particles is then determined from the 
combined effects resulting from thermophoresis and the forced 
and secondary flows. 

The thermophoretic velocity is given by Talbot et al. (1980). 
Using a Lagrangian description for the particle motion, the 
following differential equations are obtained for the velocity 
of the particles: 

Kv dT d6 Kv 1 8T 
dt' 

dt-

KvdT 

~ T df 

dr 

dt' 

d8 
—; r —= u-
dr dt T r dd (1) 

where ^r , —, r — are the axial, radial, and angular velocities 
dt dt dt 

of the particles, respectively. A value of 0.9 for K is used in 
the present work (Walker et al., 1980). It is noted that for the 
MCVD process the effects of particle Brownian diffusion are 
negligible in comparison to the effects of thermophoresis 
(Walker et al., 1979; Simpkins et al., 1979). To determine the 
particle trajectories, Eqs. (1) were solved by using the second-
order Runge-Kutta method after u, u, w, and T had been 
obtained from the solution of the conservation equations. The 
spatial deposition location, (£rf, 0d), where the particle trajec
tory reaches the tube surface, r = a, can also be determined, 
provided that the particle is not convected out of the tube. 
Note that (£</, 8d) is the relative deposition location in the (r, 
8, £) reference coordinate system. The particle formation per
centage (from SiCl4 (or GeCl4) to Si02 (or Ge02)) is obtained 
by summing all of the formation rates at all of the formation 
locations and dividing by the total incoming flow rate of SiCl4 

at t = 0 

x = £ = 0 
(torch) 

* = f. 

at t = t. 

a = 0 

x = 0 x = V loroht, 

| = 0 (Torch) 
* = VYorIht, + fd 

Fig. 2 Relationship between two coordinates (£, r, 6) and (x, r, a) 

(or GeCl4); i.e., £ (formation rate/p/QF)x 100 percent. The 
spatial deposition efficiency of the process, F(£), is defined as 
the particle deposition rate over the axial distance extending 
from the inlet £ = - L, to £ = £ divided by the incoming flow 
rate of SiCl4; i.e., £(£) = £ (deposition rate in [-L„ £]/ 
PiQF) X 100 percent. The total deposition efficiency, ET, is the 
total deposition rate over the entire tube divided by the inlet 
flow rate of SiCl4 so that ET=E(£exit). 

For the same particle formation location (rh 8„ £,-), the actual 
particle deposition location on the tube surface, (xd, ad) de
pends on the torch movement and the tube rotation. The re
lationship is (Fig. 2) 

Xd = kd + Vtorcht; OLd=6d- Qt. (2) 
At time t = 0 the coordinate system (r, a, x) is chosen to coincide 
with (r, 6, | ) . For a given formation location (rh 6h £,), the 
particle deposition locations for different times, t, form the 
spiral pattern on the tube surface (Fig. 3). Knowing all of the 
spatial formation locations, (/•,-, 8, £,) and their particle for
mation rates per unit area permits the determination of the 
actual deposition locations on the tube surface, (xd, ad) and 
the deposition rate at each location (xd, ad) in any time interval 
[0, tf] for given values of V,orch and Q. Therefore, the axial 
and angular distributions of the particle deposition on the tube 

Nomenclature 

A = area 
a = tube radius 

D = particle deposition (mass) 
E = spatial deposition efficiency 

ET = total deposition efficiency 
F = fraction of the reacting components of the gas 
g = gravitational acceleration 
K = thermophoretic coefficient 
L = length of the tube 

L, = distance between the torch and the specified inlet 
n = unit vector normal to the isothermal contour for 

T=T 
* * rxn 

Q = inlet flow rate 
q = heat flux 
r = radial coordinate 
T = temperature 

T, = temperature at the inlet plane 
T'max = maximum temperature on the tube wall 
Trx„ = reaction temperature 

/ = time 
tf = end of time for calculating particle deposition 
u = circumferential velocity 

' torch 

V 

W 

X 

a 

e 
V 

p 
kexit 

Q 

velocity of gas (vector) 
average velocity of gas in the axial direction 
torch speed 
radial velocity 
axial velocity (in the steady-state reference coor
dinate system) 
axial coordinate 
angle = 0 - 0 * 
angle 
kinematic viscosity 
moving coordinate = x— Vtorcht 
density 
axial coordinate at the exit of the tube 
angular velocity of tube 

Subscripts 
d = 
i = 

r = 

positions of particle deposition 
locations where the particles are initiated 
(formed) 
radial coordinate 
angle 
moving coordinate = x— V,orcht 
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Fig. 3 Deposition locations from a specific formation location at dif
ferent times 
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Fig. 4 Axial distribution of wall temperature 
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Fig. 6 Three-dimensional particle trajectories: Si = 60 rpm, a = 0.01 m, 
Q = 3 l/min, V,oreft = 20 cmlmin, rma„ = 1873 K 

Q = 3 1/min, 0 = 60 rpm, Vlorol> = 20 cm/min 
T = 1873K, a = 0.01 m 

Fig. 7 Particle formation locations of the side view; solid points are 
convected out of the tube: !) = 60 rpm, a = 0.01 m, Q = 3 l/min, Vtorch = 20 
cm/min, Tm =1873 K 

Q = 3 1/min, 0. = 60 rpm, Vloroh = 20 c m / m i n 

T = 1873K, a = 0.01 m 
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Fig. 5 Isothermal contours in the central vertical plane: SI = 60 rpm, 
3 = 0.01 m, Q = 3 l/min, V,orch = 20 cm/min, 7"ma„ = 1873 K 

surface can be determined for one torch traverse. The effects 
of flow rate, buoyancy, rotation, tube diameter, torch speed, 
and maximum wall temperature on deposition have been stud
ied. 

Results and Discussion 
Figure 4 shows the variation of the wall temperature (Walker 

et al., 1980). Figure 5 shows the isothermal contours in the 
vertical plane passing through the center of the horizontal tube 
for fi = 60 rpm. The resulting nonsymmetric distribution (with 
respect to the centerline, r = 0) is due to the effects of buoyancy 
(Lin et al., 1991). The gas temperature exceeds the reaction 

temperature, Trxn~\513 K (Walker et al., 1980), only in the 
small region near the tube surface and near the torch (for this 
case). Chemical reactions occur when the gas reaches the up
stream portion of this region (as shown by the thicker curves 
in Fig. 5). It is assumed that the reactions are completed in 
this portion; i.e., no reactions occur downstream of this por
tion. Particles such as Si02 or Ge02 form during the chemical 
reactions and then follow very complex trajectories (cf. Eqs. 
(1), Fig. 6). Most of the particles formed in the region near 
the surface will be deposited on the surface because the radial 
temperature gradients and the corresponding radial thermo-
phoretic velocities (toward the wall) downstream are large (with 
only small axial velocities near the surface). However, particles 
that form in the core may be carried out of the tube (Fig. 7) 
because there the radial thermophoretic velocities are small 
and the axial velocities are large. About 55 percent (by mass) 
of the inlet SiCl4 (and/or GeCl4) is oxidized and about 83 
percent (by mass) of the product Si02 (and/or Ge02) deposit 
on the tube for this specific condition. The overall deposition 
efficiency, ET, is approximately 46 percent ( = 0.55 X 0.83 X 100 
percent). 

The distribution of the points of particle deposition on the 
tube surface (£d, dd) is shown in Fig. 8a in the quasi-steady 
system; i.e., relative to the torch. Each circle in the figure 
represents a deposition location, £ = £d, d = dd, that was initi
ated (formed) from the points (/•,-, d„ £,) that lie on the upstream 
portion of the contour whose temperature is equal to Trx„ (cf. 
the thicker curves in Fig. 5). Most of the particles are deposited 
over the axial distance extending from £ = 0.02 to £ = 0.1 m; 
i.e., the distribution density of the particles being deposited 

Journal of Heat Transfer AUGUST 1992, Vol. 114 / 737 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Q = 3 1/min, 0 = 60 rpm, Vlorc[ 

T = 1873K, a = 0,01 m 

= 20 c m / m i n 

<S 7T 

Table 1 Summary of formation percentage, overall deposition effi
ciency, and tapered length for different conditions 

Fig. 8a Distribution of particle deposition locations: SI = 60 rpm, a = 0.01 
m, Q= 3 l/min, V,orch = 20 cm/min, rm8X = 1873 K 

Q = 3 l /min, Q = 60 rpm, Vlorc 

T = 1973K, a = 0.01 m 

= 20 c m / m i n 
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Fig. 8b Distribution of particle deposition locations: it = 60 rpm, a = 0.01 
m, 0 = 3 l/min, V,oreh = 20 cm/min, 7max = 1973 K 

Q = 5 l /min, Q = 60 rpm, Vlc 

T = 1873K, a = 0,01 m 

20 c m / m i n 

<B 7T 

0.0 0.1 
(torch) 

Fig. 8c Distribution of particle deposition locations: !i = 60 rpm, a = 0.01 
m, Q = 5 l/min, Vlorch = 20 cm/min, r m „ = 1873 K 

in this region is high. It does not mean that there is no particle 
deposition in the regions where no circles appear. It only means 
that the distribution density of the particles being deposited 
there is very small. Note that even though the particles are 

Condition 

Horizontal flow 

1. standard 

2. Q = lllmin 

3. Q = 5/ Imin 

4. f 2 = 0 

5. n = 30r/wi 

6. fl = 90rpm 

7. Q = llOrpm 

8. r , n „ = 1973K 

9- ytorch = 10cm Imin 

10. Vwrch = 30cm Imin 

11. a = 0.6cm 

12. a = 0.8cm 

Vertical flow 

13. upward 

14. downward 

With no gravity 

15. g = 0 

% of form. 

55% 

100% 

22% 

54% 

56% 

55% 

56% 

100% 

55% 

55% 

45% 

50% 

64% 

26% 

45% 

% of dep. 

84% 

73% 

98% 

84% 

79% 

81% 

79% 

68% 

83% 

83% 

95% 

88% 

86% 

100% 

100% 

ET 

46% 

73% 

22% 

45% 

44% 

44% 

44% 

68% 

46% 

46% 

43% 

45% 

55% 

26% 

45% 

Tapered-entry length 

8cm 

~ 15cm 

7 cm 

8 cm 

8 cm 

8 cm 

8 cm 

>20cm 

8cm 

8cm 

11cm 

10cm 

>20cm 

5 cm 

The standard condition is Q = 3llmin, Q = 60rpm, 7"max - 1873/if, 

ytorch = 20cmImin, a= 1cm . 

% of form. = percentage of SiCl4 is oxidized to form SiO 2 

% of dep. = percentage of SiO 2 that is formed deposit on the surface 

ET = (% of form.) X (% of dep.) 

formed in the region behind the torch, £ < 0, they are deposited 
ahead of the torch, £ > 0.02 m, where the radial thermophoretic 
velocities are toward the surface (from the hot gas to the cold 
wall) with some particles (most of them being formed near the 
central region) being deposited on the surface very far down
stream (beyond £ = 0.2 m) as shown in Fig. 8a. (Note that 17 
percent of the particles are convected out of the tube.) 

The distributions for other conditions are shown in Figs. 
8(b) and 8(c). Figure 8(b) shows the distribution for a higher 
value of Tmax, namely, 1973 K. For this specification, all of 
the inlet SiCl4(GeCl4) (100 percent) is oxidized (i.e., the iso
thermal contour of T= Trxn= 1573 K extends to the center of 
the tube) but only about 68 percent of the product Si02 is 
deposited. Therefore, the overall deposition efficiency is 68 
percent. Those aerosols that are formed near the central region 
are convected out of the tube because in the core the radial 
thermophoretic velocities are small and the axial velocities are 
large. For this case there is (now) significant deposition from 
£ = 0.02 to £ = 0.2m (particles formed farther away from the 
surface of the tube are carried further downstream). This effect 
will make the "tapered entry length" longer and is discussed 
later. Figure 8(c) shows the results for a specification of 
T'max = 1873 K at a higher flow rate, Q( = 5 l/min). At a higher 
flow rate, the gas temperature is lower and only in the small 
region very near the wall and the torch does it exceed Trxn. 
Only about 22 percent of the inlet SiCl4 (GeCl4) is now oxidized 
(in the upstream portion of this small region) and almost all 
of the product Si02(Ge02) (98 percent) is deposited in the 
region near the torch as shown in Fig. 8(c) (while the back
ground gas exits almost free of particles). Thus, for the high 
flow rate condition, the process is chemical-reaction limited 
(Walker et al., 1980). It is pointed out that even though the 
region of particle formation is small and its overall deposition 
efficiency, ET, is only about 22 percent, the corresponding 
deposition rate may be high due to the high inlet flow rate. 
(Note that for a further higher inlet flow rate the chemical 
reactions may be incomplete.) However, for this case a large 
amount of SiCl4 or GeCl4 flows out of the tube and equipment 
for recycling the expensive SiCl4, especially the GeCl4, may be 
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Fig. 10 Axial deposition curve (circumferentially lumped); torch moves 
from x = 0 to 0.2 m for V,oreh= 10, 20, 30 cm/min, f, = 2, 1, 2/3 min 

appropriate. At a lower flow rate, e.g., Q=l l/min, and 
7'max= 1873 K, the results are similar to the case with Q = 3 1/ 
min and T,

max=1973 K. The isothermal contour of T=Trxn 

extends to the center of the tube (figure not shown) and all of 
the inlet SiCl4(GeCl4) (100 percent) is oxidized. About 73 per
cent of the particles that are formed are deposited on the tube 
surface and these particles are spread over a large axial dis
tance. Note that the overall deposition efficiency is 73 percent 
and for the low flow rate condition the process is "particle-
transport limited" (Walker et al., 1980). Even with this high 
efficiency the deposition rate may be low because of the low 
incoming flow rate. The percentage of particle formation (ox
idization from SiCl4 to Si02) and particle deposition (percent 
of the product Si02 deposited) and overall deposition effi
ciency, ET (ET= formation fraction x deposition fraction x 
100 percent), are tabulated in Table 1 for different cases. For 
completeness, the case without gravity is included. For this 
case the particle deposition locations are uniformly distributed 
in the angular direction. 

The deposition distributions for different tube rotational 
speeds are essentially similar; most particles deposit over the 
range from £ = 0.02 to 0.1 m and the particle formation is 
between 54 and 56 percent and the overall deposition efficiency, 
ET, is between 44 and 45 percent. Thus, tube rotation has only 
a slight effect on the deposition efficiency but it does indeed 
have a significant influence on the angular uniformity of par
ticle deposition (discussed later). Different torch speeds, 
^rorcA=10 and 30 cm/min, for the same specified wall tem
perature boundary condition, have little effect on the particle 
deposition distribution and the overall deposition efficiency 
(the torch speeds are much smaller (< 1 percent) than the axial 
gas velocity). The results are similar to Fig. 8 {a). However, 
the actual axial and angular deposition distributions in the (x, 
a) coordinates over a specified time interval are different (dis
cussed later). The effects of the value of the tube radius, a, 
have also been studied for a fixed inlet flow rate, Q = 3 l/min 
(the average gas velocity is proportional to I/a2). The chemical 
reactions occur only in a small region very near the tube surface 
and the torch and less than 50 percent of the inlet SiCl4 (or 
GeCl4) is oxidized for tubes with radii a = 0.6 and 0.8 cm. The 
overall deposition efficiencies, ET, vary only from 43 to 45 
percent. However, a higher percentage of Si02 (or Ge02) de
posits on the surface with the smaller tube radii; i.e., 95, 88, 
and 84 percent for a = 0.6, 0.8, and 1 cm, respectively. 

The spatial deposition efficiency, £(£), is shown in Fig. 9 
for different operating conditions. The results for different 
torch speeds and different rotation speeds for the same spec
ified wall temperature differ only slightly from the standard 
results; that is, for V,orch = 20 cm/min and Q = 60 rpm and are 
not shown. The spatial efficiency for smaller tube radii deviates 
only slightly from the standard radius as described in the pre

ceding paragraph. Most of the curves reach constant values 
before { = 0.1 m except for the Q= 1 l/min and Tmm = 1973 K 
cases. For these two cases, many particles are deposited over 
a larger range in £ as discussed above. 

To determine the actual axial and angular deposition dis
tribution on the tube surface (in (x, a) coordinates), Eqs. (2) 
are applied at every formation point (/•,-, d,, £,) over a time 
interval from t = 0 to t/=l min. Recall that the deposition 
point {id, 6d) depends only on its formation location (/-,-, #,-, £,) 
and that (xd, ad) is a function of (£rf, 6d) and time for specified 
Q and Vlorch. For this case, the torch moves a distance of 20 
cm. It is assumed that the particles are formed and distributed 
uniformly within the control volumes in which the chemical 
reactions occur. The size of the control volumes is the same 
as specified in the size of the grids (Lin et al., 1991). Figure 
10 shows the axial deposition distribution (circumferentially 
lumped) for different conditions; the initial location of the 
torch is at x= 0. Since almost all of the particles are deposited 
ahead of the torch, the curves start at positive values of x. The 
deposition develops until a fairly uniform axial deposition layer 
is obtained. The developing deposition profile near x=0 will 
persist for several torch traverses even though the torch may 
start at different initial angles a for each traverse. This results 
in an undesirable tapered portion of the preform near the inlet, 
which would be cut off before the preform is drawn into a 
fiber. Therefore, a shorter tapered entry is preferred, which 
corresponds to having more of the particles being deposited 
near the torch rather than being spread out over a long distance. 
It is seen from Fig. 10 (cf. Table 1) that the Tmm= 1973 K case 
results in a very long tapered entry length (over 20 cm). Note 
that with Vlorc/I = 10 cm/min, the torch only moves to x = 0A 
m in tj= 1 min and thus the particle deposition (kg) per unit 
area (m2), D/A, is very large because the overall efficiency 
(£y=46 percent) is about the same as for the V,orc!, = 20 cm/ 
min case (£y=46 percent). The deposition per unit area is very 
small for the Vtorch = 30 cm/min case (again ET =46 percent) 
because the deposition zone is longer (the torch moves to x = 0.3 
m in 1 min). The curve for Q= 1 l/min is also low because the 
incoming flow rate of SiCl4 (or GeCl4) is also small and the 
corresponding amount that can be oxidized (and deposited) is 
therefore small. Note that D/A for a higher flow rate, Q = 5 
l/min, is larger than that for Q= 1 l/min because of its high 
flow rate of SiCl4 (or GeCl4). However, D/A is not larger than 
that for Q = 3 l/min (standard case) because of the low per
centage of particle formation for Q= 5 l/min (due to the tem
peratures in the central region being lower than the reaction 
temperature for the 5 l/min condition). Thus, the deposition 
per unit area for the case Q = 3 l/min is higher than that for 
the cases Q= 1 and 5 l/min. Note that the particle deposition 
per unit area is larger for smaller tube radius, but less fiber is 
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Fig. 13 (b) Axial velocity distribution along a diameter; for the "down
ward" flow: 3 = 0.01 m, Q = 3 l/min, V,oreft = 20 cm/min, 7"max = 1873 K 

produced. The overall efficiencies for the cases with different 
tube radii differ by only a few percent (Table 1). With the 
same axial deposition length (the same torch speed), the tube 
with smaller radius (smaller surface area) has a larger value 
of particle deposition per unit area. 

Figures 11 (a) and 11 (6) show the angular deposition distri
bution (in (x, a) coordinates) at x = 0.180 m for one torch 
traverse. At this location most of the axial deposition curves 
in Fig. 10 have reached their uniform values. After the torch 
moves beyond x= 0.180 m, the subsequent particle deposition 
at later times does not influence the distribution at that lo
cation. A small circumferential strip on the tube surface of 
width Ax=0.002 m fromx = 0.180 to 0.182 m is considered in 
detail. It is divided into 20 equally sized small widths, 27r/20, 
in the angular direction. As the torch passes, the particle dep
osition is calculated, and the results are shown for Q = 60 rpm 
in Figs. 11 (a) and 11(6). The angular nonuniformity of the 
deposition results from the effects of buoyancy; without the 
effect of gravity there would be no angular nonuniformity for 
flow in a horizontal tube. Results for different V,orch and Q 
are shown in Fig. 11(a). For a large V,orch, e.g., 30 cm/min, 
the deposition extends over a larger axial length (Fig. 10) and 
results in greater nonuniformity in the angular direction. The 
effect of tube rotation is shown in Fig. 11(6). The deposition 
is strongly nonuniform f or Q = 0 because of the dominant effect 
of buoyancy. As the rotational speed increases, the nonuni
formity is greatly reduced. 

The angular uniformity of the deposition is very important 
in the preform manufacturing process because it affects the 
quality of the fibers. The nonuniformity described above is 

due to the effects of buoyancy, which results in a complex, 
asymmetric secondary flow pattern and nonuniform deposition 
in a horizontal tube. Accordingly, a study was also carried out 
for deposition in a vertical tube where the velocity and tem
perature fields are two dimensional; i.e., d/dd = 0. Two situ
ations were studied: inlet flow upward from the bottom of the 
tube, "upward" flow, and inlet flow downward from the top. 
In both cases the torch motion is in the flow direction and the 
specified wall temperature distribution is the same as for the 
horizontal tube. Figures 12(«, 6) show the calculated temper
ature and axial velocity profiles along a diameter at different 
axial locations forfi = 0, "upward" flow. In the region behind 
the torch, £ < 0, the gas is being heated and its temperature is 
lower than the surrounding wall temperature, as shown in Fig. 
12(a). Near the wall, the decreased density of the gas in con
junction with the effect of gravity aids the axial velocity and 
the axial velocity there may be larger than that in the core (Fig. 
126). In the region ahead of the torch, £ > 0 , the wall tem
perature decreases rapidly to 300 K (Fig. 4). The heated gas 
flows ahead of the torch and has a higher temperature than 
the surrounding cold wall surface (Fig. 12«). The increased 
density of the gas near the wall with the effect of gravity retards 
the axial velocity and results in a flow reversal very close to 
the wall (Fig. 126). 

Figure 13(«, 6) is for "downward" flow for Q = 0. In the 
region behind the torch, £<0 , near the wall, the decreased 
density of the gas opposes the downward flow and in the central 
region mass conservation results in larger axial velocities. Near 
the torch, the gas temperature is very high (low density) and 
the corresponding axial velocity is very large. Near the torch 
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the effects of buoyancy are therefore less important and the 
temperatures and axial velocities for both the upward and the 
downward flows are similar. Ahead of the torch, £>0 , in the 
central region the higher gas temperatures (lower densities) are 
accompanied by lower axial velocities (Fig. 13b). In addition 
to changes in the axial velocity, there is a strong outward radial 
flow for both "upward" and "downward" flows in the region 
near the torch where the gas temperatures are very high (there 
is a large volume expansion near the torch, Lin et al., 1991). 
This outward radial velocity near the torch would aid the 
thermophoretic velocity andenhance the rate of particle dep
osition. For "downward flow" (Fig. 13«) the gas temperature 
behind the torch, £ <0 , is lower in the central region (than for 
"upward" flow, Fig. 12a) due to the larger axial velocity in 
the central region (which brings in the colder gas from the 
upstream region). Therefore, fewer particles form for "down
ward" flow. Indeed, for "downward flow," only about 26 
percent of the inlet SiCl4 (GeCl4) is oxidized very near the torch 
and the wall and almost all ( -100 percent) of the Si02 (Ge02) 
that is formed deposits downstream near the torch (partly 
because the small axial velocity in the region ahead of the torch 
cannot carry the particles out of the tube (Fig. 13b)). Thus the 
overall deposition efficiency is about 26 percent and the tapered 
entry length is only 5 cm. For "upward" flow, however, much 
more of the gas, i.e., over a larger region, reaches the reaction 
temperature, Trxn, and about 64 percent of the inlet SiCl4 (GeCl4) 
is oxidized. The particles formed away from the wall are carried 
out of the tube because of the large axial velocity there (the 
large axial velocity downstream of the torch also makes it easier 
for the particles to be convected downstream) (Fig. 12b). About 
86 percent of the products are deposited on the tube surface 
and the overall efficiency, £yis 55 percent. Since the particles 
are carried farther and deposited downstream, the deposition 
layer for one torch traverse will have a longer tapered length 
for "upward" flow (Table 1). 

Tube rotation over a range from 0 = 0 to 120 rpm has little 
effect on the axial velocity and temperature distributions for 
a vertical tube. The flow rate will affect the velocity and tem
perature fields and the corresponding particle deposition. For 
small Q the buoyancy effects will be more pronounced. The 
gas temperature may reach Trxn over the entire cross section 
even for "downward" flow. For this case the small axial ve
locity ahead of the torch may result in more particles being 
deposited near the torch, thereby resulting in a shorter tapered 
length. For "upward" flow, the temperature will also reach 
Trxn over the entire cross section. However, now the larger 
axial velocity downstream will allow more particles to be de
posited farther downstream or be carried out of the tube and 
the tapered length will be longer. For higher flow rates, the 
gas temperatures can only reach Trx„ in a region very near the 
wall and the torch for both cases. Most of the particles will 
deposit on the surface near the torch and there is probably 
little difference between the two cases; i.e., the effects of buoy
ancy are less important at the higher flow rates. 

Summary and Conclusions 
Numerical solutions have been obtained for particle depo

sition in studies, which include the effects of variable properties 
and buoyancy for horizontal and vertical tubes, relative to the 
modified chemical vapor deposition (MCVD) process. Param
eters include tube rotation, torch speed, flow rate, maximum 
wall temperature, and tube radius. The following conclusions 
are drawn: 

1 Particles are formed near the torch, and for most of the 
cases studied, near the tube surface. However, for lower flow 
rates, e.g., Q=l 1/min, or high maximum surface tempera
tures, e.g., r m a x = 1973 K, particles are formed over the entire 
cross section (near the torch). 

2 Particles formed near the surface are deposited in the 

region near (and ahead of) the torch. Particles that are formed 
in the central region are either deposited farther downstream 
or are convected out of the tube. 

3 The deposition per unit area, D/A, for Q = 3 1/min is 
higher than that for Q= 1 and for 5 1/min. At the lower flow 
rates D/A is small because of the corresponding small flow 
rate of SiCI4. For the higher flow rates, D/A is also small 
because of the small percentage of particle formation. 

4 Higher maximum surface temperatures result in a higher 
percentage of particle formation and a higher deposition ef
ficiency, but the tapered entry length becomes much longer. 

5 In a horizontal tube nonuniform circumferential particle 
deposition arises from the nonuniform circumferential gas 
temperature distribution that is present due to buoyancy. Tube 
rotation has a significant effect on deposition uniformity. As 
the rotational speed increases, the nonuniformity is greatly 
reduced. However, tube rotation has only a small influence 
on the axial distribution of particle deposition. 

6 At a fixed flow rate, changing the tube radius has only 
a slight effect on the overall deposition efficiency. The tube 
with a smaller radius has a larger particle deposition per unit 
area. 

7 More torch traverses are needed for the case of faster 
torch speeds to obtain a specified amount of particle deposi
tion. For a single traverse, a slower torch speed will result in 
more uniform deposition in the circumferential direction. 

8 Particle deposition is uniform circumferentially for the 
vertical tube geometry. However, the effects of buoyancy result 
in temperature and velocity fields and deposition character
istics that depend on the direction of the flow. The effects of 
buoyancy in "upward" flow result in a smaller axial flow in 
the central region behind the torch and a larger axial flow 
ahead of the torch. The corresponding higher temperatures 
behind the torch result in more particle formation but the larger 
velocities ahead of the torch yield a smaller percentage of 
deposition (of the particles formed) and longer tapers. The 
opposite is true for "downward" flows; i.e., there is less par
ticle formation, a greater percentage of deposition, and a 
shorter taper. 
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An Experimental Investigation of 
Free Surface Transport, 
Bifurcation, and Adhesion 
Phenomena as Related to a Hollow 
Glass Ampule and a Metallic 
Conductor 
An experimental investigation of free surface transport and subsequent bifurcation 
and adhesion for a hollow glass ampule is presented in this work. Detailed phe-
nomenologicalfeatures of the process are displayed and discussed. This experimental 
investigation, which is generic in nature, provides the much needed phenomenological 
information on free surface transport, glass processing as related to optical fiber 
production, and glass-to-metal sealing processes. Detailed images of the actual seal
ing process provide valuable information on identifying and isolating the key regimes 
in the process and mapping out process defects, and contribute to a basic under
standing of the physical mechanisms involved in the sealing process. 

Introduction 
Glass and ceramic materials have become extremely useful 

in a variety of applications over the past few decades, especially 
in the electronic industry. Glasses are best suited for forming 
mechanically reliable and vacuum-tight fusion seals (hermetic 
seals) with metals, ceramics and micas, due to their properties, 
durability, and formability. They also provide mechanical sup
port and environmental protection. For electronic applica
tions, there are two types of glass-to-metal seals that are widely 
used: matched seals in which the thermal coefficients of ex
pansion of the glass and metal are similar, and compression 
seals in which the expansion coefficients are mismatched. Cur
rently, a detailed knowledge of the manufacturing process for 
these seals does not exist and there is heavy reliance on em
piricism. A practical need exists to reduce the empiricism in 
manufacturing hermetic seals by a better understanding of the 
physics involved in the sealing process so that the seal rejection 
and postmanufacturing problems can be minimized. This work 
also sheds some light in free surface glass processing, glass-
to-metal contact, and bubble formation problems encountered 
in optical fiber production. 

The glass-to-metal sealing process can be divided into three 
regimes as shown in Figs. 1,2, and 3. To investigate the generic 
phenomenological information on free surface transport and 
glass-to-metal sealing processes, the glass ampule is heated by 
a laser heat source. For this generic arrangement, for the first 
regime, a glass ampule is heated by the laser beam from both 
radial directions of the outer surface of the glass tube. This 
regime is purely a conduction-dominated problem up to the 
point when the temperature of the glass reaches the melting 
point. After reaching the pseudo-melting point, it enters the 
second regime and conduction is no longer the dominant mode. 
Because of the pressure difference induced by the laser beam 
striking the outer surface (Eckert and Drake, 1972), the inner 
and outer surfaces start moving inward, up to the point where 
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Fig. 1 Schematic diagram for the first regime of the sealing process 
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Fig. 2 Schematic diagram for the second regime of the sealing process 
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Table 1 Input information for cases 1 to 6 

Cold Metal 

- Hot Glass 

Fig. 3 Schematic diagram for the third regime of the sealing process 
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Fig. 4 Experimental setup for investigating the free surface transport 
and glass-to-metal sealing process 

the inner surface touches the conductor. After the inner surface 
touches the conductor, it enters the third regime of the sealing 
process. During the third regime, glass material, which is right 
on the top of the core regime, feeds into the core regime. The 
third regime marks the bifurcation and adhesion leading to 
the complete sealing process. 

Several aspects of the glass-to-metal seals have been under 
investigation for a long time. Buckley (1979) and Miska (1976) 
presented a general glass-to-metal seals application guide and 
described several types of seals available in the industry. Haim 
et al. (1982) discussed that adhesion, which involves solidified 
glass, must begin with the wetting of the metal surfaces by the 
glass melt, and also presented the experimental method for 
comparing the tendency of glass melts to wet metal surfaces. 
Wang et al. (1986) concluded that wetting and adherence be
tween glass and metal can be improved by adding certain spe
cific additives to the glass, and some preliminary aspects of 
glass-to-metal sealing were discussed by Vafai (1991). To this 
end, the formulation and numerical simulation of the free-
surface transport within a hollow glass ampule were analyzed 
by Vafai and Chen (1992). 

It is quite important to note that very little work has been 
done in the phenomenological understanding of the sealing 
process. Such an understanding will help in identifying and 
mapping out process defects and providing some basic infor
mation in the area of free surface transport. In the present 
study, we are aiming at a basic understanding of the formation 
of seals through an experimental investigation. This problem 
is generic in nature; therefore it will provide us with much 
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needed information on free surface transport, bifurcation, and 
adhesion phenomena. Detailed images of the actual sealing 
process provide valuable information on identifying and iso
lating the key regimes in the process, and contribute to a basic 
understanding of the physical mechanisms involved in the seal
ing process. 

Experimental Apparatus and Procedure 
The apparatus used in our experimental investigation is de

picted in Fig. 4. The hollow glass ampule used in the present 
study is made by the Schott Technical Glass Company (1982). 
Some glass products with part numbers such as 8512, 8515, 
8516, 8530, and 8533 are commonly used for the glass-to-metal 
sealing processes. Thermal radiative absorption is desirable for 
these types of sealing processes, and for this reason, all the 
glasses have a special coating (doped with FeO), which enables 
them to absorb most of the thermal radiation in the infrared 
range. The type of glass tube used in the present experimental 
investigation is 8530 with D, = 0.2642 cm, D0 = 0.3353 cm, and 
H= 1.8136 cm. The other types of glass tubes have displayed 
features similar to those presented for 8530. The wavelength 
of the YAG laser is 1.064 fim, which is in the infrared range. 
At this wavelength, the chosen glass tube absorbs 85 percent 
of the radiation striking its surface. Therefore, the radiative 
output from the YAG laser will mostly contribute to an increase 
in the temperature of the glass ampule. The metal conductor 
is made of a material with a thermal expansion coefficient 
similar to the glass ampule. This then corresponds to a matched 
sealing process. The surface of the metallic rod possesses cer
tain degree of roughness which enhances the adhesion between 
the inner surface of the glass ampule and that of the metallic 
conductor. 

The experimental setup, depicted in Fig. 4, consists of the 
laser system, transmitting system, testing section, image proc
essing system, and control system. The diameter of the laser 
beam is 3.0 mm and its power distribution is Gaussian. The 
power of the laser beam from each of the fiberoptics couplers 
ranges from 0 to 64 W. Changing the output power can be 
done by adjusting the laser lamp current. In the present ex
perimental setup, the lamp current can be adjusted either man
ually or by the central processing unit. In our experiments, the 
pulse mode for the laser can also be utilized. However, at this 
stage we are more interested in the effects of different types 
of continuous power supply from the YAG laser, shown in 

Nomenclature 

Dj = inner diameter of the glass am
pule, cm 

D0 = outer diameter of the glass am- T = 
pule, cm .Te = 

H = height of the glass ampule, cm T0 = 

temperature, °C 
inner surface temperature, °C 
outer surface temperature, °C 
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Table 1. Control signals are sent out by the D/A converter 
within the data acquisition system. On receiving the command 
from the computer, the output power from the laser changes. 
It takes less than 100 ms to achieve steady output from the 
laser. In the present experiment, ramping or constant power 
control signals will be sent out from the computer, and the 
output from the laser will be varied during the process. The 
laser beam is transmitted through a fiber optics system. One 
of the important incentives behind our choice for a fiber optics 
system instead of a traditional optical system was to obtain a 
more uniform laser beam. The use of the fiber optical system 
tends to homogenize the laser beam in the fiber tube during 
the transmission process, resulting in a beam that is spatially 
more uniform. The main drawback for using a fiber optics 
system is the loss of power, which can be as high as 15 percent. 
However, this does not pose any problems since we have access 
to significantly more power than we need in our experiments. 

The test section is composed of two major parts, the holding 
mechanism and the rotating mechanism. The mechanism used 
to hold the glass ampule is a bracket with a clamp to adjust 
the inside diameter. The glass ampule is placed inside the bracket 
and is then tightened up by the clamp. The position of the 
metal rod placed inside the glass tube is an important parameter 
in the third regime of the sealing process. So, three separate 
micropositioners are used to control the position of the metal 
rod more accurately. The output coupler of the fiber optics 
system is also an important mechanism, and is controlled by 
another micropositioner. This micropositioner controls the 
striking location of the laser beam on the glass tube and the 
subsequent amount of glass material fed into the core regime 
during the third regime of the sealing process. The other im
portant purpose of this mechanism is to ascertain whether the 
laser beams are aligned on each other. The output coupler 
micropositioner is adjustable in the z direction; allowing the 
range of striking locations to be from the center to the very 
top of the glass ampule. The effects of the striking location 
on the glass ampule, the location and angle of the metallic 
conductor, the ramping up or down of the power level, and 
the magnitude of that power itself can be fully investigated by 
our present experimental setup. 

Two pieces of equipment are involved in the images proc
essing system: the CCD camera and the infrared imaging sys
tem. The movement of the free surface and temporal 
temperature distribution of the outer surface are captured and 
processed by our imaging processing system. The CCD camera 
is used to track the movement of the glass ampule, and the 
infrared camera tracks the temperature change of the outer 
surface of the glass tube during the sealing process. The CCD 
camera used in our experiment takes 30 frames per second. 
Images from the CCD camera are monitored in real time during 
the sealing process. A frame-grabber is used for transferring 
the images from the CCD camera to the computer. Images 
from the CCD camera are first digitized and stored in the 
frame-grabber's memory, and then transferred to the computer 
using a Rs-170 port. 

The infrared imaging system (IIS) used in our experiment 
maps out the spatial domain over the outer free surface in real 
time. Color thermographs from the infrared imaging system 
are recorded and analyzed in the present investigation. The 
IIS also has the capability of zeroing in on a particular point, 
much like a thermocouple reading. Also, an area function 
associated with the IIS can be used to obtain the average 
temperature value for a sample area. Like other high-precision 
devices, the infrared camera needs to be calibrated. Images 
from the IIS were transferred via the RS-170 port to the frame-
grabber for further analysis. 

The control system for the experimental setup consists of 
the CPU unit, D/A board, IEEE-488 board, frame-grabber, 
HP-3458A used as a multimeter, and HP-3497A used as tem
perature measurements control unit. The CPU unit is the mas-

THEEMOCOUPLE 
OUTPUT TO THE 
COMPUTER 

CLAMP FOR THERMOCOUPLE 

THERMOCOUPLE 

LASER BEAM 

GLASS MOUNTING 
ROTATIONAL MOTOR 

Fig. 5 Experimental setup for temperature measurement of a hollow 
glass ampule by a thermocouple 

Imbedded Thermocouple T o p p ja t e RS-170 Output 

Manually Controlled 

Thermocouple 

Fig. 6 Configuration of the setup for the calibration of the infrared 
image system 

ter control unit of the system. All the control signals are sent 
from the master control unit through a GPIB bus and the D/ 
A board. Since the infrared imaging system can only display 
the temperature distribution for the outer free surface, a ther
mocouple temperature measurement setup shown in Fig. 5 
measures the temperature of the inner free surface of the glass 
ampule. A thermocouple with a diameter of 0.001 in. and a 
response time of 0.05 s was used in our experiments. The 
thermocouple was connected to the HP3497 and the voltage 
signal from the thermocouple was processed by the HP3458A 
unit and sent to the CPU by the GPIB bus. At a sampling rate 
of ten measurements per second, 50-60 temperature measure
ments were taken during the sealing process. The thermocouple 
was positioned at the center of the inner surface of the glass 
ampule to measure the center temperature of the tube. 

Proper background lighting is important in capturing details 
of the free surface transport and subsequent bifurcation and 
adhesion processes. Under normal background lighting, the 
glass ampule is almost invisible to our imaging system. After 
many preliminary tests, a 75 mm lens having a variable aperture 
combined with extension tubes and an X2 extender was found 
to give the clearest image. Also, after many tests, it was found 
that a combination of two 500 W lights, a piece of white paper 
attached right behind the glass tube, a lens assembly including 
a 75 mm lens with 5.6 f-stop, and an orange filter would 
eliminate the glare while providing the proper background 
lighting. 

The calibration of the infrared imaging system was done 
through the setup in Fig. 6. The bottom plate shown in Fig. 
6 is made of oxidized aluminum, and can be heated to 250°C. 
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Fig. 9 Temporal temperature distribution for the inner surface for case 
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Fig. 7 Relationship between the temperatures measured by the infrared 
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for the bottom plate 
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Fig. 8 Relationship between the temperatures measured by the infrared 
image system at normal and extended range and by the thermocouple 
for the top plate 

The top plate made of aluminum with a black coating can be 
heated to 180°C. The temperature of the top at a known 
location is continuously monitored by an imbedded thermo
couple connected to a digital thermometer, while the temper
ature of the bottom plate at a specified location is taken 
manually by another thermocouple. When the temperatures 
of both plates becomes stable based on the thermocouple read
ing, the IIS is focused on the location of the known temper
atures. This process is repeated for a variety of temperature 
settings on the hot plates. The results are shown in Figs. 7 and 
8. As can be seen, the results are accurate to within 1 percent. 
Both plates had a constant value of emissivity over the tem
perature range used in the calibration experiments. Also, the 
glass ampule used in the experiments had essentially a constant 
emissivity (Schott, 1982). As was mentioned earlier, the sealing 

process can be divided into three regions. These are the first, 
second, and third regimes. As seen in Figs. 10-15, once the 
core regime reaches the pseudo-melting point, the inner and 
outer free surfaces move inward. The actual temperatures 
shown in Fig. 9 are temperatures of the center point of the 
inner surface for case 6, described in Table 1. These values 
were obtained by using the setup depicted in Fig. 5 during the 
sealing process. Figure 9 displays the temperature changes of 
the inner surface from the beginning of the sealing process for 
case 6. From 0 to 1 s, temperature increases are apparently 
confined to the first regime of the process. From 1 s to 4 s, 
temperature increases slowly with little fluctuation. This cor
responds to the second regime of the sealing process. 

The experimental procedure was done in the following se
quence. First, the heating characteristics were specified. For a 
specified incidence location of the laser beam, the CCD and 
IIS would then be adjusted. Next, the image processing pro
gram would be initialized. Finally, the master control program 
would be initialized leading to the full execution of the ex
periment. 

Results and Discussion 
Figures 10 to 15 are images taken by the CCD camera and 

processed by our imaging system for six different cases. These 
cases were chosen such that they would reveal some pertinent 
information on the basic aspects of the free surface transport 
and bifurcation and adhesion phenomena for the glass ampule 
and the glass-to-metal seal formation. The heating input char
acteristics, the incidence locations, and the specific observa
tions are displayed in Table 1. For case 1, the seal turned out 
to be loose with a single bubble formation. As seen in Fig. 10, 
the loose seal was caused by the low input power from the 
laser. This resulted in a low quantity of the glass material 
above the core region to reach the melting temperature. Enough 
of this glass material is needed for the proper seal formation. 
Therefore, a premature temperature drop resulted in the so
lidification of the glass material on the outer surface of the 
core region, preventing the upper part of the glass from feeding 
into the core region. This premature temperature drop is also 
responsible for the formation of the thermal crack within the 
seal as seen in Fig. 10(e). 

Based on the outcome of case 1, the input power from the 
laser was increased for future cases using the same heating 
duration and incidence position as case 1. As seen in Fig. 11, 
the hollow glass ampule ruptures at t=3 s, resulting in an 
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Fig. 10 Images for the sealing process for case 1
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Fig. 11 Images for the sealing process for case 2

asymmetric formation of the seal. This rupture phenomenon
is most probably caused by the high input power. It is inter
esting to note that the final seal formation does not show any
visible signs that it has endured a rapture. Yet, the intermediate
rupture will significantly alter the final strength and durability
of the seal.

The heating characteristic was changed from a constant heat
supply to a ramp type based on the results obtained for case
2. The sealing characteristics for case 3 are listed in Table 1.
The incentive for using a ramp type of heat input was based
on physical considerations for decreasing the temperature gra
dient through the initial heat up and the final cool.down of
the process. This, in turn, reduces the chances for the occur
rence of a thermal crack. As seen in Fig. 12, ramping of the
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heat supply eliminated the rupture phenomena. However, a
relatively large size bubble was formed at the center of the
seal. The mechanism for the formation of the bubble can be
explained from a heating characteristics point of view. As seen
in Fig. 12, a cavity is formed at t = lOs, which gradually shrinks
as the glass material from the upper part feeds into the cavity
and fills the space that was earlier occupied by air. Therefore,
it is plausible to expect no bubble if more glass material from
the upper part would be fed into the cavity. As seen in Table
1 for case 3, the heat supply is decreased during the final 6 s.
This results in a sharp drop in the overall temperature of the
glass, which results in a significant increase in its viscosity.
This higher viscosity literally stops the feeding glass material
into the cavity, which results in the formation of the bubble.

To resolve this situation, a constant power heating was used
again in case 4, to avoid the bubble formation. Also, to avoid
the rupture phenomena (case 2), a lower input power level over

a longer heating duration was used. Details of the heating
characteristics and duration are listed in Table 1. As seen in
Fig. 13, the quality of the seal for this case is much better than
the former three cases. Cases 3 and 4 have made it amply clear
that the lack of heat supply at the final stage is the major
reason for the bubble formation. The ramping type heat supply
was investigated again in case 5, since this type of heating is
expected to exert the least amount of adverse thermal stresses
during the critical start up and final stages of the process. A
detailed description of the sealing parameters are listed in Table
1. This time, the ramp up duration has been increased based
on the phenomenon occurring in case 3. As seen in Fig. 14,
there is a bubble formation inside the seal; however, the di
ameter of the bubble becomes much smaller than that in case
3. This result clearly shows that the bubble formation is related
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Table 2 Quantitative information on the times related to the different
regimes in the experimental runs

to the amount of heat supply, among other variables. Case 6
is based on the same power and heating characteristics as in
case 5. The only difference is that in case 6, the incidence
location was raised. This means that less glass material from
the upper part is needed for the sealing process. Therefore,

Time for the Inner Surface Time for the Upper Solid
Hitting the Metallic Glass to be Fed into the

Case Conductor Within Centeral Region of the Glass
the Second Re~ime Tube.

(Seconds (Seconds)

1 1.7
Not Enough Energy to Melt

the Upper Part of the Glass.

The Glass
7.632 Ampule Ruptures

3 2.00 7.70

4 1.77 10.86

5 2.40 lLl7

6 2.31 9.68
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with the same heating characteristics as in case 5, we should 
be able either to decrease further the bubble size or to eliminate 
it altogether. This indeed turns out to be the case as seen in 
Fig. 15 for case 6, for which there is no bubble formation 
inside the seal. Quantitative information on the times related 
to the different regimes in the experimental runs are given in 
Table 2. These tables plus all the detailed relevant qualitative 
information on the free surface transport, bifurcation, and 
adhesion constitute an important source for benchmarking of 
various free surface numerical schemes and models. 

Thermographs for the outer surface of the glass ampule 
captured by the infrared imaging system for case 6 are displayed 
in Fig. 16. It can be clearly seen that as the laser beam strikes 
the outer surface of the glass ampule, radiation energy is ab
sorbed and temperature of the glass ampule increases. The 
cross-line seen in Fig. 16 describes the POINT function of IIS 
and is not related to the temperature field on and around the 
glass ampule. The movement of the free surface is clearly 
shown in Fig. 16 as the size of the thermographs continues to 
change during the sealing process. Figure 16 clearly establishes 
the fact that even for the processes that do not involve the 
rotation of the glass ampule, the temperature field is still quite 
symmetric around the z axis. 

Based on the outcomes of cases 1 to 6, it can be seen that 
a systematic experimental investigation of various parameters 
involved in the glass-to-metal sealing process reveal some cru
cial phenomena on the free surface transport and bifurcation 
and adhesion processes. This information can have a signifi
cant effect in increasing the reliability, endurance, and quality 
of the seal. 

Conclusion 
Detailed phenomenological descriptions of the free surface 

transport, bifurcation, and adhesion characteristics related to 
glass-to-metal sealing processes were presented in this work. 
For the first time, process defects such as bubble formation 
were displayed and were related to the other physical attributes 
of the sealing phenomena. By analyzing detailed images of the 

sealing process, the effects of various other parameters, such 
as power distribution, heating duration, and striking location 
on the quality of the seal were established. The effects of the 
pertinent physical parameters have been discussed in detail and 
the governing mechanisms for properly understanding the ob
served phenomena have been discussed and shown to be in
timately tied to the heat transfer characteristics. The results 
of the present work can have a significant impact in identifying 
and isolating the key regimes in the process, and contribute to 
a basic understanding of the physical mechanisms involved in 
the sealing process and the related free surface transport and 
bifurcation phenomena. The present work also clarifies various 
aspects such as free surface glass processing, glass-to-metal 
contact, and bubble formation problems as related to the pro
duction of the optical fibers. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

Transient Response of Crossflow Heat Exchangers With 
Finite Wall Capacitance 

H.-T. Chen1 and K.-C. Chen1 

Nomenclature 
A* = 

c = 
H = 

h = 

L = 
m = 
M = 
N = 
R = 
s = 
t = 

T = 
T = 
w = 
V = 

* , .y = 

«,«» = 

T = 

0 = 

heat transfer surface, m , also ratio of mass flow rate 
given in the appendix 
specific heat, J/kg K 
dimensionless total length parameter shown in Table 
1 
heat transfer coefficient, W/m2 K; also dimensionless 
space parameter given in the appendix 
exchanger length, m 
mass flow rate, kg/s 
mass of exchanger, kg 
dimensionless exchanger length 
heat transfer resistance ratio 
Laplace transform parameter 
dimensionless time variable 
dimensionless temperature 
dimensionless temperature in the transform domain 
fluid velocity, m/s 
heat capacity ratio 
dimensionless space variables 
constant value 
space variables, m 
time variable, s 
primary fluid inlet temperature, K 

Subscripts 
a = prime fluid 
b - secondary fluid 
w = solid wall 

Introduction 

Dusinberre (1959) proposed a finite difference method to 
obtain the transient behavior of crossflow heat exchangers with 
both fluids unmixed. Evans and Smith (1962) showed a detailed 
analysis for such problems and obtained their analytical so
lutions with arbitrary variation of time in the inlet temperatures 
of both fluids. However, in the work of Evans and Smith 
(1962), the heat capacity of the tube wall was not taken into 
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account. Thus the governing differential equations were ob
tained only for the fluids. Tan and Spinner (1984) applied the 
method of characteristics in conjunction with the modified 
Euler's method to determine the numerical solution of con
tinuous countercurrent processes in the nonsteady state. This 
method can also be applied to crossflow heat exchangers only 
with proper modification of the characteristic lines and bound
ary conditions. Spiga and Spiga (1987) presented analytical 
solutions to the transient temperature distributions of the core 
wall and both the unmixed gases with arbitrary initial and inlet 
conditions by using the threefold Laplace transform. After
ward, Spiga and Spiga (1988) applied the same method to 
determine the transient temperature distributions of the core 
wall and both fluids with a deltalike perturbation in the inlet 
temperature of the primary fluid. 

The present work applies the Laplace transform method with 
respect to time to analyze the same problem given by Spiga 
and Spiga (1988). It can be found from the work of Chen 
(1991) that the results obtained from the present method are 
in good agreement with those given by Spiga and Spiga (1987, 
1988). Details can be found in the work of Chen (1991). The 
main aim of this work is to develop a straightforward computer 
code for the transient response of crossflow heat exchangers 
with both fluids unmixed and finite wall heat capacity. The 
transformed temperatures of the core wall and both fluids 
expressed in the form of power series are specialized to describe 
arbitrary time varying inlet temperature of the primary fluid. 
These transformed temperatures expressed in the form of power 
series are so regular that they are easily written in a compu
tational program. Moreover, it is not difficult to invert the 
transformed temperatures to the physical quantities by using 
the numerical inversion method of Honig and Hirdes (1984). 
For the problem of present method has considerable saving in 
the computer time because of a fast rate of convergence. 

Analysis 
The dynamic response of crossflow heat exchangers with 

walls separating the two fluid streams is investigated. Stream 
a flows through a set of tubes or plates arranged in a bank. 
Stream b threads its way through the spaces at right angles to 
the bank. The mathematical model has been developed re
sorting to the simplifying assumptions by Spiga and Spiga 
(1988). The dimensionless space and time-dependent variables 
are: 

Mcw 

(hA*)aH 
x = 

{mc)aLa 

{hA*)b-n* 

(1«) 

(lb) 

i ^ i ( 1 C ) 

(mc)bLb 

On the basis of these assumptions and parameters, Spiga 
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and Spiga (1988) applied the energy equation to both fluids 
and the wall to obtain three simultaneous partial differential 
equations. 

^+(l+R)Tw=Ta + RTb (2a) 
at 

The function Ta(x, y, s) can be expressed in the form of 
power series 

dx+ adt+Ja w 

dTb VboTb _ 
ay R. dt 

(2b) 

(2c) 

fa(x, y, s)=<p(s) + Yjik(y,'s)xk 

Substituting Eq. (10) into Eq. (8a) gives 

Tb(x,y, s)=-\ (ady, s)+A$(s)) 

for t>0, 0<x<Na and 0<y<Nb. 
The corresponding initial and inlet conditions are given as 

Tw(x, y, 0) = Ta(x, y, 0)=Tb(x, y,0) = 0 (3a) 

Ta(0,y,t)=v(t) (3b) 

Tb(x,0,t)=0 (3c) 

The dimensionless physical parameters R, Va, Vb, Na, and 
Nb are 

(hA*)b (mc)aLa (mc)bLb 

K = ~—TT~ vn = —rz vb-

(10) 

B ^ 

+ § [ ( * + l)a*+i(y, s) +Aak(y, s)xk]l (11) 

Equation (11) should satisfy the boundary condition (lb). Thus, 

«i(0, s)+A<p(s)=0 

(k+l)ak+1(0,s)+Aak(0,s)=0, k>l (12) 

Substituting Eqs. (10) and (11) into Eq. (8b) and then col
lecting the coefficients of successive power of x produces the 
following form: 

(hA*)a Mc,„ u„ Mcw ub 

da i 

~dy 
+ Cai-(BD-CA)<p(s) + £)<*+l) 

k=\ 

dak^ 

dy 

N„=«^ NbJ
h^ 

(mc)a (mc)b 
(4) + Cak+i 

ak A dak 

(BD-CA) + k+l k+l dy 
x=0 (13) 

Mathematical Formulation 
The Laplace transform of Ta(x, y, t) corresponding to / 

and its inversion formula are, respectively, defined as 

S Oo 

Ta(x, y, t)e-s'dt (5a) 
o 

Ta(x,y,t)=L-l[fa(x,y,s)) (5b) 

where ct = w, a, b. 
Taking the Laplace transform of Eqs. (2), (3b), and (3c) 

with respect to t with initial condition (3d) yields: 

1 R 

This implies that the coefficients of all powers of x must 
vanish independently. The vanishing of the coefficient of xk, 
k>0, gives the following recurrence formulas: 

-^- + Cal=(BD-CA)<p 
dy 

(Ua) 

— — + Cak+I=-— 
dy k+1 

°k (BD-CA)+-^-^, * > 1 (146) 

T =-
l+R+s 

-Ta + -_ 
l+R + s 

~+(Vas+l)fa=fw 
dx 

and the transformed boundary conditions: 

Ta(0,y,s)=<p(s)=\ <p(t)e~s'dt 
0 

fb(x,0,s)=0 

The substitution of Eq. (6a) into Eqs. (6b) and (6c) can reduce 
the problem to a set of first-order partial differential equations: 

dTa+Afa = Bfb 

(6a) 

(6b) 

(6c) 

(7a) 

(lb) 

k+l dy 

Next, we assume that the functions ak, k> 1 can be expressed 
as 

al(y,s)=f1(s)+pl(s)e-Cy 

a2(y, s) =f2(s) + (p2(s)+q2(s)y)e-Cy 

a,(y,s)=Ms)+(pi(s)+qi(s)y + ri(s)y1)e-Cy (15) 

By the direct substitution of Eq. (15) into Eqs. (14) with the 
condition (12), we obtain 

, . x BD-CA _ 
f\(s)= <p 

dx 

^+Cfb = DTa dy 

(8a) 

(8b) 

BD ~ 
Pi(s)= —jT<P 

f2(s)=^ (BD-CA)2<p 

1 •> 

P2(s)=—Ai(p-f2(s) 

c/2(s)=—BDPl(s) 

(16a) 

(16*) 

fi(s)-
3!C 

(BD-CAY<p 

where 

A = Vas+l 

Vbs 

1 
l+S + R 

R 
C = -^-+l-

R l+s+R 

B 

D = 

R 

l+s + R 

1 
l+s+R 

(9) 

It is seen that the problem has now been reduced to solving 
Eqs. (8) with conditions (7) for fa and Tb. 

Pi(s)= -—A3<p-f2 

1 A 
q?,(s)=-BDp2--q2 

r3(s)=—BDq2 (16c) 
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Substituting Eqs. (15) and (16) into Eq. (10) leads to the 
analytical form of Ta(x, y, s) as 

k , k-\ 

Ta(x,y,s)=^(s)\e"-e-Ax-Cy 

k = \ / n-\ 

where 

BD-CA 
' C ' 

(17) 

(18) 

By the substitution of Eq. (17) into Eq. (8a), there follows 
k 

fb(x,y,s)=<p(s)-
D ,-Ax-Cy s 1 (BDxY 

k = oK- \ <- / 

n = 0 

(19) 

The analytical form of fw(x, y, s) can also be obtained by 
the insertion of Eqs. (17) and (19) into Eq. (6a) as 

fw(x,y, s) 

= D<p(s))er>-e-Ax-Cy BDx\k I*" 1 

D 
+ B<p(s)-l?'-e 

-Ax-Cy 

k = 0 \ 
(20) 

Inserting Eqs. (9) and (18) for A, B, C, and D leads to the 
following form: 

! + Ha(x, y,s)e-{V"x+Vby/R)s 

(21) 
fa(x,y, s) = Ga(x, s)e~ 

where a = a, b, w. 
Thus 

Ta(x,y, t) = Ga(x,t-Vax)U(t-Vax) 

+ Ha(x, y, t- Vax- Vby/R)U(t- Vax- Vby/R) (22) 

where U(t-fi) is the unit step function defined as 

To t<p 
1 t>B 

U(t-fi)-- (23) 

It is evidently seen that there exists a wave front propagating 
in the x direction at a speed 1/Va and the other wave front 
propagating in the y direction at a speed R/Vb. Equation (22) 
also implies that at any position (x, y) the temperatures of 
both fluids and the core wall are zero as long as t< Vax. In 
the intermediate case, Vax<t< Vax+ Vby/R, the temperature 
Ta is independent of y. On the other hand Ta is only a function 
of t and x. However, for t> Vax+ Vby/R, Ta is a function of 
t, x, and y. 

Results and Concluding Remarks 

The program for the present study is written in the FOR
TRAN language. All the numerical computations are per
formed on a personal computer with a 386-25 system. The 
present method can easily be applied to the works of Evans 
and Smith (1962) and Tan and Spinner (1984) only with proper 
modifications of initial and inlet conditions, parameters, and 
coordinates, etc. For example, the transient response of the 
countercurrent heat exchanger with a step change in the inlet 
temperature of stream a from 65 to 90 °C given by Tan and 
Spinner (1984) is analyzed. Its model equations are given in 
the appendix. The current method compares within 99.99 per
cent of the calculations by Tan and Spinner (1984). The results 
are shown in Table 1. 

The aim of the results presented here is to show the accuracy 
of the present method. Thus the present study deals only with 

Table 1 Comparison of the outlet temperatures with 
A*=B* = \.25 a n d / / = l 

TQ(H, 6) Tb(0, 6) 

e 
0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 
5.0 

Present 
work 

41.883 
41.883 
53.116 
54.800 
55.695 
56.132 
56.299 
56.347 
56.365 
56.371 
56.374 

Tan and 
Spinner (1984) 

41.883 
41.883 
53.116 
54.800 
55.695 
56.132 
56.299 
56.347 
56.365 
56.371 
56.374 

Present 
work 

38.897 
43.967 
47.358 
49.736 
51.477 
51.806 
51.949 
52.004 
52.002 
52.028 
52.030 

Tan and 
Spinner (1984) 

38.897 
43.967 
47.358 
49.736 
51.478 
51.806 
51.949 
52.004 
52.002 

— 
— 

0.30 

0.25 

0.20 

0.15 -

Present work 
-A— Spiga and Spiga(1988) 

2.1 _ J U _ — & 4> 

Fig. 1 Exit temperatures of the primary fluid for various times, V, = 
1, and Vb = 0.01 

the investigation of the exchanger temperature distributions 
following a deltalike perturbation in the inlet primary tem
perature, where the parameters Na = Nb = 2 and R= 1 are as
sumed. Other results can be found in the work of Chen (1991). 
In addition, it can also be found from the work of Chen (1991) 
that the present method has good accuracy for such problems. 

The numerical inversion of Laplace transforms proposed by 
Honig and Hirdes (1984) can be applied to invert the temper
atures in the transform domain fa, fb, and fw, as shown in 
Eqs. (17), (19), and (20), to the results in the physical quantities. 
For the present study the convergent rate of series expansions 
is fast. Thus only the first five terms of power series are required 
to obtain the present results. 

As an example, the temperature distributions of both fluids 
in the exit sections are shown in Figs. 1 and 2. The results 
shown are in good agreement (within 0.01 percent) with those 
contained in Figs. 3 and 4 of Spiga and Spiga (1988) except 
for the result of Fig. 4 at t — 0.1. It is evident, however, that 
the result at t = 0.1 in Fig. 4 of Spiga and Spiga (1988) is wrong 
because the temperature distribution of Tb in the exit section 
is not a horizontal line. The perturbation reaches the exist 
section of the primary at t = VaNa for arbitrary choices of <p (t). 
When t is small enough, Ta is constant all over the length Nb. 

To show the effect of the finite wall heat capacitance on the 
exit temperatures of both fluids, the results for the case of 
Va=\ and Ffc = 0.01 are shown in Figs. 1 and 2. Under this 
circumstance the secondary fluid behaves like a gas and the 
secondary wave front is much faster than the primary one. A 
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Fig. 2 Exit temperatures of the secondary fluid for various times, V, 
= 1,and Vb = 0.01 

consequence of these features is that the temperature distri
butions of the primary fluid in the exit section are affected by 
the inlet primary temperature earlier on, and Tb exhibits very 
sharp variations in a small neighborhood of x= t/Va. However, 
the temperature variation of the primary fluid in the exit section 
is not very great. 
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A P P E N D I X 

The model equations for the transient response of the coun
tercurrent heat exchanger are given as (Tan and Spinner, 1984) 

dh dO 

dh de' 

where A* is the ratio of mass flow rate, B* is the ratio of 
holdup in the two contacting phases, h is the dimensionless 

••T.-T„ 

(Al) 

(A2) 

space parameter, and 6 is the dimensionless time parameter. 
It was assumed that the system was initially at steady state 
with the following inlet conditions: 

ro(0) = 65°Cand Tb(H) = 10°C (A3) 

Experimental Study on Effect of Interwall Tube Cylinder 
on Heat/Mass Transfer Characteristics of Corrugated 
Plate Fin-and-Tube Exchanger Configuration 

Q. Xiao,1 B. Cheng,1 and W. Q. Tao1 

Nomenclature 
A 

Ac 

A/ 
D 

Dh 

£> 
H 
K 
L 
Q 

Re 
S 

Sh 
St 

s2 
u 

W 

a 
AM 

Ap„,, 

Pn 
T 

actual transfer area, used in Eq. (1) 
minimum flow area 
nominal transfer area, used in Eq. (5a) 
tube diameter 
hydraulic diameter 
naphthalene-to-air diffusion coefficient 
fin spacing 
mass transfer coefficient 
streamwise length of test section 
volumetric air flow rate 
Reynolds number 
height of corrugation 
Sherwood number 
spanwise distance between tube center 
streamwise distance between tube center 
velocity 
width of test section 
ratio of naphthalene concentration at exit to that 
at wall 
corrugation angle 
net sublimated mass, excluding the sublimation 
in auxiliary process 
log-mean difference of naphthalene concentra
tion in air flow 
kinematic viscosity of air 
naphthalene concentration in air flow 
run time duration 

Subscripts 
e = exit 
/' = inlet 

w = wall 

Introduction 

Plate fin-and-tube heat exchangers are widely used in air-
conditioning equipment. In order to enhance the air side heat 
transfer, corrugated fins are often used instead of plane fins. 
The corrugated fins are, in essence, plates that have been fab
ricated with a periodic waviness in the streamwise direction. 
Although a number of research works have been performed 
to investigate the heat transfer and pressure drop performances 
of plate fin-and-tube heat exchangers, only a limited number 
of publications are related to the corrugated plate fin-and-tube 
heat exchangers (Goldstein and Sparrow, 1976, 1977; Gio-
vannoni and Mattarolo, 1983; Poredos and Gaspersic, 1983; 
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Fig. 2 Exit temperatures of the secondary fluid for various times, V, 
= 1,and Vb = 0.01 

consequence of these features is that the temperature distri
butions of the primary fluid in the exit section are affected by 
the inlet primary temperature earlier on, and Tb exhibits very 
sharp variations in a small neighborhood of x= t/Va. However, 
the temperature variation of the primary fluid in the exit section 
is not very great. 
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A P P E N D I X 

The model equations for the transient response of the coun
tercurrent heat exchanger are given as (Tan and Spinner, 1984) 

dh dO 

dh de' 

where A* is the ratio of mass flow rate, B* is the ratio of 
holdup in the two contacting phases, h is the dimensionless 

••T.-T„ 

(Al) 

(A2) 

space parameter, and 6 is the dimensionless time parameter. 
It was assumed that the system was initially at steady state 
with the following inlet conditions: 

ro(0) = 65°Cand Tb(H) = 10°C (A3) 

Experimental Study on Effect of Interwall Tube Cylinder 
on Heat/Mass Transfer Characteristics of Corrugated 
Plate Fin-and-Tube Exchanger Configuration 

Q. Xiao,1 B. Cheng,1 and W. Q. Tao1 

Nomenclature 
A 

Ac 

A/ 
D 

Dh 

£> 
H 
K 
L 
Q 

Re 
S 

Sh 
St 

s2 
u 

W 

a 
AM 

Ap„,, 

Pn 
T 

actual transfer area, used in Eq. (1) 
minimum flow area 
nominal transfer area, used in Eq. (5a) 
tube diameter 
hydraulic diameter 
naphthalene-to-air diffusion coefficient 
fin spacing 
mass transfer coefficient 
streamwise length of test section 
volumetric air flow rate 
Reynolds number 
height of corrugation 
Sherwood number 
spanwise distance between tube center 
streamwise distance between tube center 
velocity 
width of test section 
ratio of naphthalene concentration at exit to that 
at wall 
corrugation angle 
net sublimated mass, excluding the sublimation 
in auxiliary process 
log-mean difference of naphthalene concentra
tion in air flow 
kinematic viscosity of air 
naphthalene concentration in air flow 
run time duration 

Subscripts 
e = exit 
/' = inlet 

w = wall 

Introduction 

Plate fin-and-tube heat exchangers are widely used in air-
conditioning equipment. In order to enhance the air side heat 
transfer, corrugated fins are often used instead of plane fins. 
The corrugated fins are, in essence, plates that have been fab
ricated with a periodic waviness in the streamwise direction. 
Although a number of research works have been performed 
to investigate the heat transfer and pressure drop performances 
of plate fin-and-tube heat exchangers, only a limited number 
of publications are related to the corrugated plate fin-and-tube 
heat exchangers (Goldstein and Sparrow, 1976, 1977; Gio-
vannoni and Mattarolo, 1983; Poredos and Gaspersic, 1983; 
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Xiao and Tao, 1990). Goldstein and Sparrow, (1976) used a 
naphthalene sublimation technique to determine local air side 
heat transfer coefficients for one-row corrugated plate fin-and-
tube heat exchangers. The same authors (1977) also examined 
a corrugated duct, which did not contain the interwall cylin
ders, while the other configurations were the same as those in 
1976. They found that the flow in the corrugated duct could 
be regarded as laminar up to Reynolds number 1000-1200 
(based on the hydraulic diameter Dh = 2H). This implies that 
the existence of corrugation makes some contribution to the 
onset of turbulence. 

From the geometric point of view, the major characteristics 
of the corrugated plate fin-and-tube heat exchanger, as com
pared to the plain duct, are the existence of wall corrugation 
and the interwall tube cylinders, which serve as the passage 
for the in-tube fluid and also as the holder of the corrugated 
plate fins. The purpose of this work is to investigate experi
mentally the effect of the interwall tube cylinders on the heat/ 
mass transfer characteristics of corrugated channel. To facil
itate the test process, the naphthalene sublimation technique 
was used. In the study mass transfer measurements were done 
for the test section with interwall cylinders and for that without 
interwall cylinders, with other geometric dimensions remained 
the same.Mass transfer results may be converted to heat trans
fer results by application of the analogy between the two proc
esses. Since the focus of this study is to make a relative 
comparison, this inversion will not be completed and the pres
entation is limited to mass transfer aspect. 

(Q) U< (b) 

Fig. 1 Schematic diagram of tested surfaces 
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Experimental Apparatus and Procedure 
A schematic diagram of the fin surfaces tested is shown in 

Fig. 1. In view of the span wise periodicity the mass transfer 
measurements were conducted for the typical unit ABCD. The 
dimensions of the tested configurations are: 

Si/D = 2.38, S2/D = 2.07, <x=15.5(deg) 

H/D = 0.m, 0.237, 0.332, and 0.379 
(i.e., H/S= 1.326, 1.658, 2.231, and 2.653) 

The actual physical dimensions are S( = 0.05 m, S2 = 0.0435 
m, Z> = 0.0211 m, H=A, 5, 7, and 8x 10-3 m, and W=0.17S 
m. 

The experimental apparatus is presented in Figs. 2 and 3. 
The model of the corrugated plate fin-and-tube heat exchanger 
was composed of a pair of specially cast corrugated surfaces 
of naphthalene and two arrays of aluminum disks, which serve 
to simulate the heat tubes. The fin spacing was set by two 
pieces of bilateral parting bars and the disks. In the model of 
the corrugated duct (Fig. 1(b)), the interwall disks were moved 
away while all the others remained the same. Both the disks 
and the bilateral bars were made from aluminum and did not 
participate in the mass transfer process. Since the disk lateral 
surfaces were less than 10 percent of the total fin surface area, 
the minor difference in thermal boundary condition of disk 
surfaces may be thought of as being an insignificant factor 
affecting the transfer process. 

The mold structure and the cast process were prescribed in 
detail in the paper by Xiao and Tao (1990) and will not be 
presented here. 

The experimental procedure of the naphthalene sublimation 
technique is well documented in literature and may be found 
from Xiao and Tao (1990) and Sparrow et al. (1983). Only the 
following facts are mentioned here. An analytical balance hav
ing a resolution of 0.1 mg was used to weigh the test plates. 
The inlet air temperature was recorded from a laboratory ther
mometer with a resolution of 0.1 °C. A stop watch capable of 
timing to 0.01 s was used to measure the run duration time. 

test 
section 

X=*=3r 
Fig. 2 Experimental apparatus 

naphthalene piate 

interwall aluminum 
cylinder base 

Fig. 3 Side view of tested sections: (a) model of corrugated plate fin-
and-tube exchanger; (/>) model of corrugated duct 

Data Reduction 
The average mass transfer coefficient was evaluated from 

the definition 

K=-
AM 

(1) 
rAAp„im 

The log-mean naphthalene concentration difference between 
the ones in the bulk and at wall was calculated from 

&Pn,m = 
(Pn.w — Pn.i) ~ (Pn,w ~ Pn,e) 

ln[(p„iM,-pB,/)/Co„,w-pnie)] 
(2) 

where pn<w was evaluated from the Sogin vapor-pressure-tem
perature relation of naphthalene (1958) in conjunction with 
the perfect gas law. The inlet bulk naphthalene vapor density 
p„j was equal to zero, and the exit one was obtained by the 
mass conservation equation 
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P„,e = Pn,i+^M/Q (3) 
The Reynolds number and the average Sherwood number 

were defined as: 

Re = uD„/v, Sh = KD„/S> (4) 

The mass diffusion coefficient SD in Eq. (4) is related to the 
Schmidt number via the definition Sc = v/T>. For the naphtha
lene-air mixture, Sc = 2.5 (Sogin, 1958). In addition, the con
centration of naphthalene vapor in the mixture is so small that 
v is equal to the kinematic viscosity of air. 

As a characteristic length for the Reynolds number and 
Sherwood number, two definitions were tried: 

1 The definition given by Kays and London (1984): 

Dhl = 4AcL/A/ (5a) 

where the minimum flow area Ac was calculated by 

AC = H cos a (si-D)/2 (5b) 

and the transfer area Aj was evaluated using both the fin and 
the tube cylinder lateral surface area. 

2 The hydraulic diameter as if the corrugated duct were of 
infinite aspect ratio and without interwall cylinders: 

Da = lH (6) 

It should be noted that these two definitions correspond to 
two different velocities in Reynolds number, Re = ulD/,i/v, 
Re2 = u2Dh2/v. Here U\ is the velocity at the minimum flow 
area, while u2 corresponds to the channel cross-sectional area 
(see Fig. 1). For the purpose of comparison with literature 
(Goldstein and Sparrow, 1977), in the following presentation 
only the reduced data based on Dh2 will be presented. Since 
the same characteristic length Dh2 was used for both the cor
rugated plate fin-and-tube heat exchanger and the corrugated 
duct, the reduced data for these two test sections are fully 
comparable. For simplicity, the subscript 2 in Dh2 will be omit
ted hereafter. 

Results and Discussions 
The experimental mass transfer data of the two test models 

for four fin spacings are shown in Figs. 4-7, where the average 
Sherwood number is plotted as a function of the Reynolds 
number. These figures reveal several important facts. 

First, it is seen that the average Sherwood numbers of both 
models increase continuously as the Reynolds number in
creases. As it may be expected, at a given Reynolds number 
and a fin spacing, the Sherwood number of the corrugated 
plate fin-and-tube exchanger model is always higher than that 
of the corrugated duct model. This means that the interwall 
tube cylinders actually act as turbulators. The enchancement 
effect is more significant in the low Reynolds number region. 
For example, at Re = 1100, the interwall cylinder can enhance 
the mass transfer about 70-90 percent, and at Re = 4800 by 
about 11-30 percent. In the higher Reynolds number region, 
each pair of Sh versus Re curves tends to approach each other. 

Second, for the four spacings investigated, the curves of 
Sh~Re for the corrugated ducts continuously change their 
slopes in the low Reynolds number range (from about 1000 to 
about 2000), and then gradually approach straight lines. The 
continuous change in slope may be indicative of the transition 
from laminar flow to turbulent. Thus, these curves suggest 
that from a Reynolds number of about 2500-3000, the flow 
in a corrugated duct may be regarded as turbulent. This ob
servation agrees quite well with the experimental results of 
Goldstein and Sparrow (1977). In their paper the upper limit 
of channel Reynolds number for laminar flow was taken as 
1000-1200. The shape of the Sh~Re curve and the Reynolds 
number range within which the curve slope continuously 
changes are quite agreeable with those shown in Fig. 10 of 
that paper. 

The third important fact is that in the range of Reynolds 
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Fig. 7 Average mass transfer results for HID = 0.379 

number studied, the Sherwood number of the corrugated plate 
fin-and-tube exchanger model can be well correlated by a single 
equation for the four different spacing cases. This indicates 
that all these data are in the turbulent range, implying that the 
existence of the interwall cylinder makes the transition from 
laminar to turbulent occur at a lower Reynolds number. The 
authors presented a correlation in 1990, in which the Reynolds 
number and the Sherwood number were based on the hydraulic 
diameter given by Kays and London. Following is the revised 
version using 2H as a characteristic length in Sh and Re: 

Sh = = 0.139 Re0702 (H/S)0M 

1.326 < H/S < 2.653, 670 < Re < 7000 

(7) 

The maximum deviation of Eq. (7) from the experimental data 
is 6.5 percent. This data scatter is a bit less than that of the 
equation presented in our previous paper (1990), of which the 
maximum deviation is 9 percent. 

For the corrugated duct model in the turbulent region, the 
experimental results may be presented by the following equa
tion: 

Q0.76 ( / / / S ) 0 . 6 5 (8) 

2600 < Re < 6700 

Sh = 0.061 Re' 

1.326 < H/S < 2.653, 

The maximum deviation of Eq. (8) from experimental data is 
4.65 percent. Equation (8) is shown in Fig. 8. 

Here it is to be noted that the fin spacing has some effect 
on the enhancement function of the interwall tube cylinder. 
With the increase in fin spacing, the enhancement caused by 
the interwall tube cylinder become less significant. 

Finally attention is turned to the analysis of uncertainty. 
The experimental data taken from the two models were reduced 
to give two primary variables, Re and Sh. The uncertainties 
in these two primary variables may be divided into two major 
types: (1) fluid property uncertainties and (2) experimental 
uncertainties. These uncertainty estimates are summarized as 
follows: fluid temperature ±0.2°C, sublimed mass ±0.1 mg, 
naphthalene vapor pressure ±3.5 percent, hydraulic diameter 
±1.1 percent (including the effect of sublimation on the change 
of channel cross section), surface area ±0.7 percent, flow rate 
± 2 percent, run duration time ±0.5 percent, fluid viscosity 
±1.5 percent, and diffusion coefficient ± 2 percent. The un
certainty of the reduced variables Re and Sh due to the un
certainties in the properties and measurements are 
approximately calculated by the method of Kline and Mc-
Clintock (1953). For example, the Sherwood number can be 
expressed by 

O 
Z 4 

O 

-

1. 

&r O 
D 

0 
A 

1 1 

H/S 
1.326 
1.65 8 
223 1 
2.653 

1 ! 

Fig. 8 

CO 

.S3 

2 3 4 3 5 6 7 8 
Re-10 
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Sh = 
Dh AM In (p„,„/(j)„lW-pn,e)) 
2D TA Pn.t 

(9) 

Then the uncertainty in Sh is calculated by the following equa
tion: 

2 / < . , , , „ \ 2 /„ \ 2 /„ . \ 2 
5(Sh) b{Dh) 

Sh D„ + «£Q)-+(*I + 

<5jD 

20 

&(Pn,w) 

Pn,w 

S(Pn,e) 

Pn.e 

1 

1+-
1 

SA 
A 

1 

1 ln(l/(l 

1 
l n ( l / ( l - * ) ) \-x l n ( l / ( l - x ) ) 

l/x-

1 

x))J 
2^, 1/2 

(10) 

where x stands for p„,e/p„iW. In all data runs of this study, p„J 
p„jW < 0.1. Substitution of the estimated uncertainties of the 
variables in the right-hand side of the above equation leads to 
an uncertainty interval of Sh ± 6.47 percent. The same analysis 
for Re yields an uncertainty of Re ±2.99 percent. 

Conclusions 

The experimental result reported here is, seemingly, the first 
investigation of the effect of the interwall tube cylinder on the 
heat/mass transfer of the corrugated duct. It is found that the 
interwall cylinder serves as a turbulator and a turbulence pro-
motor. It may significantly enhance the heat/mass transfer in 
the low Reynolds number region. The existence of the interwall 
cylinder also causes the transition from laminar to turbulent 
to occur at a lower Reynolds number. 
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A New Formula for Calculating the Flow Temperature 
in a Gas Pipeline 

A. A. Zaman1 

Nomenclature 

Ax = constant in Eq. (9) = (2a/Rcp) (dP/dx), K2/m 
A2 = constant in Eq. (9) = (2[//pKcy,), m~' 
A3 = constant in Eq. (9) = (b/cp) (dP/dx) - (2UTg/pVcprj), 

m"1 K 
A = pipe cross-sectional area, m2 

a = Van der Waals constant, (J m3)/kg 
b = Van der Waals constant, mVkg 

cp = specific heat of the gas, J/(kg K) 
C = constant in Eq. (12) 
e = energy = h + gz + V2/2, J/kg 

Kg = gas thermal conductivity, J/(m s K) 
m = mass flow rate = pVA, kg/s 
Pi = inlet gas pressure, Pa 
Pi = output gas pressure, Pa 
p' = perimeter of the pipe, m 
Q = gas volume flow rate at standard conditions, m3/s 
/•,• = inside radius of the pipe, m 
R = gas constant, J/(kg K) 
T = gas temperature, K 

Tg = ground (surrounding) temperature, K 
U = total coefficient of heat transfer, J/(m2 s K) 
V = gas velocity at standard conditions, m/s 
v = specific volume of the gas, mVkg 
x = length of the pipeline, m 
H = Joule-Thompson coefficient, K/Pa 
p = gas density at standard conditions, kg/m3 

Introduction 
Calculation of the flowing temperature in a gas pipeline is 

necessary for the design of gas compressor stations, chilling 
systems after compressors, and for conditions in which gas 
flows are increased through existing lines. 

The temperature of the gas pipeline must be controlled where 
either frost heaves or melting of unstable ices could be a prob
lem. 

Increased gas flows can raise gas temperature and require 
greater downstream compressor power unless energy input is 
balanced by heat loss to the surrounding ground and to Joule-
Thompson cooling. The degree of gas cooling and compressor 
power required at each compressor power station depends on 
the temperature of the gas arriving at the station. Therefore, 
it is necessary to be able to calculate the gas temperature along 
a gas pipeline. 
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Previous Work 

During the past forty years, various equations have been 
presented. The first equation for determining the temperature 
in a gas transmission line was presented by Charles E. Schorre 
(1954) and interpreted by Forrest (1978). Schorre considered 
a linearly increasing Joule-Thompson effect and a gas tem
perature that was due to conduction instead of actual tem
perature of the gas. 

Coulter and Bardon (1979) considered a linearly increasing 
Joule-Thompson effect and actual temperature of the gas and 
presented an equation., Also Coulter (1979), by using an equa
tion of state, evaluated the velocity changes of the gas along 
the line and obtained a new equation. Even though he con
sidered the velocity changes and the actual temperature of the 
gas, the Joule-Thompson effect did not change. 

The Joule-Thompson effect shows the changes in temper
ature with pressure at constant enthalpy. The effect is a func
tion of the gas temperature and may be calculated at each point 
along the pipeline by considering a suitable equation of state. 

Thermodynamic Analysis 
By considering an element of the gas pipeline and assuming 

radially lumped heat transfer at steady-state conditions, the 
energy equation would be as follows: 

d dqx 
— (me)+—-dx+q"p'dx=0 
dx dx 

(1) 

By neglecting the changes in kinetic and potential energy 
and assuming constant density and cross-sectional area, Eq. 
(1) reduces to the following: 

d2T 

Since 

and 

, . - T,dh q"p' „ 

-*'a?+ '"&;+—= 0 

h = h(T,P),P'=2irrhA = irrf 

(2) 

K l af\ __ 

considering the enthalpy changes of the gas and substituting 
in Eq. (2), gives 

d2T dT dP 
Cpdx ^"dx 

2q" 
= 0 (3) 

The above equation is the total differential equation of energy 
in gas transmission lines. 

In this investigation, we have used the Van der Waals equa
tion of state to determine the Joule-Thompson coefficient and 
solved the above differential equation. From the Van der Waals 
equation of state, /x can be written as 

, = - - ^ (4) 

By substituting Eq. (4) in Eq. (3), we have 

d2T dT 
c>Tx+ 

h_2a\dP 
~RTJ dx 0 

= 0 (5) 

Experimental results on heat transfer in gases show that 
conduction heat transfer in flowing gases is very small com
pared with convective heat transfer; therefore: 
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Introduction 
Calculation of the flowing temperature in a gas pipeline is 

necessary for the design of gas compressor stations, chilling 
systems after compressors, and for conditions in which gas 
flows are increased through existing lines. 

The temperature of the gas pipeline must be controlled where 
either frost heaves or melting of unstable ices could be a prob
lem. 

Increased gas flows can raise gas temperature and require 
greater downstream compressor power unless energy input is 
balanced by heat loss to the surrounding ground and to Joule-
Thompson cooling. The degree of gas cooling and compressor 
power required at each compressor power station depends on 
the temperature of the gas arriving at the station. Therefore, 
it is necessary to be able to calculate the gas temperature along 
a gas pipeline. 
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Previous Work 

During the past forty years, various equations have been 
presented. The first equation for determining the temperature 
in a gas transmission line was presented by Charles E. Schorre 
(1954) and interpreted by Forrest (1978). Schorre considered 
a linearly increasing Joule-Thompson effect and a gas tem
perature that was due to conduction instead of actual tem
perature of the gas. 

Coulter and Bardon (1979) considered a linearly increasing 
Joule-Thompson effect and actual temperature of the gas and 
presented an equation., Also Coulter (1979), by using an equa
tion of state, evaluated the velocity changes of the gas along 
the line and obtained a new equation. Even though he con
sidered the velocity changes and the actual temperature of the 
gas, the Joule-Thompson effect did not change. 

The Joule-Thompson effect shows the changes in temper
ature with pressure at constant enthalpy. The effect is a func
tion of the gas temperature and may be calculated at each point 
along the pipeline by considering a suitable equation of state. 

Thermodynamic Analysis 
By considering an element of the gas pipeline and assuming 

radially lumped heat transfer at steady-state conditions, the 
energy equation would be as follows: 
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— (me)+—-dx+q"p'dx=0 
dx dx 

(1) 

By neglecting the changes in kinetic and potential energy 
and assuming constant density and cross-sectional area, Eq. 
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considering the enthalpy changes of the gas and substituting 
in Eq. (2), gives 
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= 0 (3) 

The above equation is the total differential equation of energy 
in gas transmission lines. 

In this investigation, we have used the Van der Waals equa
tion of state to determine the Joule-Thompson coefficient and 
solved the above differential equation. From the Van der Waals 
equation of state, /x can be written as 

, = - - ^ (4) 

By substituting Eq. (4) in Eq. (3), we have 
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dT 

dx 

RT, 
dP 2q" 
Tx + =o (6) 

The heat transfer rate per unit area between the gas and the 
surrounding is 

q' = U{T-T.) 

So: 

dT 

dx' 

la 1 dP 2UT b dP 
- + - — — + —• 

2{7T„ 

Rcp T dx 
= 0 

pVc^ cp dx pVCpTj 

For convenience, Eq. (8) can be written as follows: 

dT Ax 

dx 
'- + A2T+A, = 0 

(7) 

(8) 

(9) 

The above equation is a nonlinear differential equation and 
must be solved by a mathematical or a numerical method. For 
obtaining a formula that will be applicable for determination 
of the gas temperature at each point of the line, we have solved 
it by an analytical method. Also, we have studied the tem
perature profile of the gas at various cross sections of the line 
by solving Eq. (5) numerically. 

Analytical Solution 
By introducing a new factor T= l/Y, and replacing the re

spective derivatives in Eq. (9), one can obtain the following 
ordinary differential equation: 

dY 
i = dx (10) 

A2Y+AiY'- AiY: 

Equation (10) can be solved analytically by partial fractions 

A, 

A2 

A2 + A3Y'- AxY
l Ai + A^Y-AyY1 \dY=dx (11) 

By integrating the above equation, and substituting \/T for 
Y, we have: 

1 i l l i 

- r i o g , - - — - i o g e 

A2 T 1A2 -2Ai 
+ Ai-yAi + 4AiA2 

d 
:loge 

2A2-\IAj + 4AiA2 
•2/4 l-+A3 + y/Al + 4A1A2 

: + C=x 

(12) 

The nonlinear Eq. (12) is applicable for determining the 
temperature of the flowing gases and must be solved by a 
suitable computer method for solving nonlinear equations. We 
have solved it by the Regula-Falsi method for natural gas 
pipelines with 16 percent methane and 84 percent ethane, for 
Schorre's (1954) observed values at winter and summer con
ditions. The constant C can be calculated from the boundary 
conditions, T= Tin at x=0. 

The results of the new equation have been compared with 
Schorre's observed values and the results of the Coulter equa
tion. Figure 1 shows the results for winter conditions and Fig. 
2 shows the results for summer conditions. Conditions that 
have been considered for solving Eq. (12) are: 

(A) Winter Condition 

Q=184.5883 m3/s; 0 = 0.381 m; P, = 5472331.389 Pa; 

P2 = 3121223.4035 Pa; x= 126955.3 m; 7;=16.67°C; 

{7=2.8391 J/(m2 s K); cp = 2089 J/(kg K); 

7? = 455.8 J/(kgK); 

a Schorre,1954 

° Coulter,1974 

• New equation 

20 60 80 120 140 

Length of the Pipeline, Km 

Fig. 1 Comparison between the results of Coulter, Schorre, and new 
equation for winter conditions 

Schorre,1954 

Coulter,1974 

New equation 

Length of the Pipeline, Km 

Fig. 2 Comparison between the results of Coulter, Schorre, and new 
equation for summer conditions 

Van der Waals equation constants a and b would be equal to: 

acm = 229332.0572 (J m3)/kmole2, 

«C2H6 = 556069.5936 (J m3)/kmole2 

a°-5 = Z;x;tf, = 0.84 (229332.0572)°'5 + 0.16 (556069.5936)05 

a = 272042.132 (J m3)/kmole2 

bclu = 0.04278 mVkmole, 6C2H6 = 0.0638m3/kmole 

b = '£xibi = 0.84 (0.04278)+ 0.16 (0.0638) 

6 = 0.0461432 mVkmole 

(B) Summer Condition 

In this case, only Q, Pu P2 and Tg are different from the 
winter condition, the other conditions are the same. 

Q = 213.667 m3/s; A = 5479226.1338 Pa; 

p2 = 3088845.6818 Pa; r^ = 26.670C. 

For the dP/dX term in A\ and A2, we have calculated it by 
using the Weymouth pressure drop formula. Also, we have 
used an average value for Ap/x. The calculations show that 
there is no major difference between the results. 

Comparison and Conclusion 

Schorre considered a linearly increasing Joule-Thompson 
effect and a gas temperature that was only due to conduction. 
This is a poor model since the heat transfer driving force is 
between the actual temperature and the ground. He defined 
the term J/A2 as the temperature difference between the gas 
and the surroundings at equilibrium conditions, which would 
be necessary to hold the gas temperature constant, but his 
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equation shows a continuously decreasing gas temperature 
along the length of the pipeline and never reaches an equilib
rium value, while the new equation does. In Coulter-Bardon 
and Coulter's equations, the Joule-Thompson effect has been 
considered constant. Figures 1 and 2 show the comparison 
between the results of the new equation and previous models. 
This formula is an improvement on previous equations con
sidering the basic thermodynamic principles and the actual 
value of the Joule-Thompson coefficient and is applicable for 
obtaining the temperature of the various flowing gases. 
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A Time-Dependent Analysis of the Vortex Instability in 
the Thermal Entrance Region of an Inclined Parallel-
Plate Channel 

F. S. Lee1'3 and G. J. Hwang2,3 

Nomenclature 
a = wave number of longitudinal vortex = 2wh/\ 

D = dimensionless continuity variable defined in Eq. 
(11) 

Gr* = Grashof number based on streamwise onset dis
tance = ^g(Tl-T0)x

i/vl 

h = distance between two parallel plates 
p = dimensionless amplitude function of perturba

tion pressure 
p = dimensionless basic pressure 

Pe = Peclet number = Umh/n 

Pr = Prandtl number = V/K 
Ra = Rayleigh number = figiT-i — T^tf/vK 

Rex = Reynolds number based on streamwise onset dis
tance = UmX/v 

t = dimensionless time 
u, v, w = dimensionless amplitude functions of pertur

bation velocity in x, y, and z directions 
u, v = dimensionless basic streamwise and normal ve

locities 
x, y, z - dimensionless streamwise, normal, and span-

wise coordinates = X/h, Y/h, and Z/h 
x* = dimensionless streamwise coordinate of onset 

position = X/Pe-h 
a = inclination angle of parallel-plate channel from 

the horizontal 
8 = dimensionless amplitude function of perturba

tion temperature 
6 = dimensionless basic temperature 
X = wavelength 

Subscripts 
x = quantity based on streamwise distance 
0 
1 = 

upper plate 
lower plate 

Superscripts 
* = critical condition 
0 = initial state 

= basic flow quantity 

Introduction 
Using a linear stability theory, Hwang and Cheng (1973) 

studied the onset of longitudinal vortex rolls in the thermal 
entrance region of a horizontal parallel-plate channel heated 
from below. Hwang and Liu (1976) determined the onset of 
longitudinal vortices by flow visualization in the thermal en
trance region of a horizontal parallel-plate channel heated from 
below. They observed that the critical Rayleigh number from 
flow visualization was 1.4 to 10 times higher than the theo
retical predictions of Hwang and Cheng (1973). Kamotani and 
Ostrach (1976), and Kamotani et al. (1979) performed exper
iments for air flow in the thermal entrance region of a hori
zontal parallel-plate channel; the critical Rayleigh numbers 
agree reasonably with those of Hwang and Liu (1976). The 
effect of inclination on thermal instability has received rela
tively less attention in spite of its importance in practical ap
plication. Fukui et al. (1983) investigated the vortex instability 
in a fully developed laminar flow between horizontal and in
clined parallel plates. The maximum inclination angle was 32.1 
deg from the horizontal and the Rayleigh numbers were less 
than 9300. Maughan and Incropera (1987) performed exper
iments to study the effect of surface heat flux and channel 
orientation on the local Nusselt number in an inclined channel. 
The present investigation applies a time-dependent three-di
mensional linear stability theory (Lee and Hwang, 1991a, 
1991b) to study the effect of inclination on the onset of vortex 
instability in the thermal entrance region of a parallel-plate 
channel. The normalized transient perturbation equations in 
the normal and streamwise directions are derived, and then 
solved together with the basic flow equations for a changing 
Rayleigh number to determine the neutral stability condition 
by a criterion of d/dt = 0 with nonzero streamwise derivatives. 
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Theoretical Analysis 
Consider a fully developed laminar flow of an incompres

sible viscous fluid in the thermal entrance region between in
clined parallel plates with gap h, where the lower plate is heated 
isothermally with a temperature Tx for x > 0. The inlet fluid 
temperature is constant and equal to the isothermal upper wall 
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equation shows a continuously decreasing gas temperature 
along the length of the pipeline and never reaches an equilib
rium value, while the new equation does. In Coulter-Bardon 
and Coulter's equations, the Joule-Thompson effect has been 
considered constant. Figures 1 and 2 show the comparison 
between the results of the new equation and previous models. 
This formula is an improvement on previous equations con
sidering the basic thermodynamic principles and the actual 
value of the Joule-Thompson coefficient and is applicable for 
obtaining the temperature of the various flowing gases. 
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u, v, w = dimensionless amplitude functions of pertur

bation velocity in x, y, and z directions 
u, v = dimensionless basic streamwise and normal ve
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Introduction 
Using a linear stability theory, Hwang and Cheng (1973) 

studied the onset of longitudinal vortex rolls in the thermal 
entrance region of a horizontal parallel-plate channel heated 
from below. Hwang and Liu (1976) determined the onset of 
longitudinal vortices by flow visualization in the thermal en
trance region of a horizontal parallel-plate channel heated from 
below. They observed that the critical Rayleigh number from 
flow visualization was 1.4 to 10 times higher than the theo
retical predictions of Hwang and Cheng (1973). Kamotani and 
Ostrach (1976), and Kamotani et al. (1979) performed exper
iments for air flow in the thermal entrance region of a hori
zontal parallel-plate channel; the critical Rayleigh numbers 
agree reasonably with those of Hwang and Liu (1976). The 
effect of inclination on thermal instability has received rela
tively less attention in spite of its importance in practical ap
plication. Fukui et al. (1983) investigated the vortex instability 
in a fully developed laminar flow between horizontal and in
clined parallel plates. The maximum inclination angle was 32.1 
deg from the horizontal and the Rayleigh numbers were less 
than 9300. Maughan and Incropera (1987) performed exper
iments to study the effect of surface heat flux and channel 
orientation on the local Nusselt number in an inclined channel. 
The present investigation applies a time-dependent three-di
mensional linear stability theory (Lee and Hwang, 1991a, 
1991b) to study the effect of inclination on the onset of vortex 
instability in the thermal entrance region of a parallel-plate 
channel. The normalized transient perturbation equations in 
the normal and streamwise directions are derived, and then 
solved together with the basic flow equations for a changing 
Rayleigh number to determine the neutral stability condition 
by a criterion of d/dt = 0 with nonzero streamwise derivatives. 
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Theoretical Analysis 
Consider a fully developed laminar flow of an incompres

sible viscous fluid in the thermal entrance region between in
clined parallel plates with gap h, where the lower plate is heated 
isothermally with a temperature Tx for x > 0. The inlet fluid 
temperature is constant and equal to the isothermal upper wall 
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temperature T0. The normalized governing equations of basic 
flow are: 

du dv 
+ o 

dx dy 

Pe 
Pr 

Pe 
Pr 

/ du du\ 

{UVx + ~VTy)~-

t dv dv\ 

dp 

dx 

+ 
Ra 
Pe 

dp 

dy 

+ 
Ra 

Pe 

sm a + 

6 cos a + 

dx2 + dy2 

d^v_ dH_ 

dx2 + dy2 

d6 _d6 d'e dl 

The associated boundary conditions are: 

w = y = 0 - l = O a t j = 0 

u = v = 6 = 0 at j>=l 

~ -0 a t * = 0 u-6-(y-y ) = v-

du d~v dd 

(1) 

(2) 

(3) 

(4) 

(5) 

dx dx dx 
= 0 a t x=<x> 

Perturbation Equations 

Based on the same procedure as previous works (Lee and 
Hwang, 1991a, 1991b), governing equations of perturbation 
flow are stated as follows: 

(6) 

du 

dv 

Pe 
Pr 

Pe" 
Pr 

du dv 
— + -—aw = 0 
dx dy 

/ _ du du du du\ 
\u— + u—-+v—+v — ) 
\ dx dx dy dyj 

dp 2 
dx 

( dv dv dv dv\ 
\u — + u — +v — +v—- ) 
\ dx dx dy dyj 

dp 2 
dy 

Ra 
Pe 

Ra 
Pe 

1 sin a (7) 

dw 

It" 
Pe 
Pr 

dw _ dw 
u-—+v — ) = -ap + V w 

dx dy 

6 cos a (8) 

(9) 

= 0 at x = oo (12) 

The appropriate boundary conditions and initial conditions 
are: 

u = v=w = 6 = 0 at y = 0 and 1,-and x = 0 

du dv dw dd dp 

dx dx dx dx dx 

u = v=w = d'6(,=p = 0 att = 0 (13) 

where 6° is set at 1 X 10~10 in the present computation, fol
lowing the same solution procedure as previous works (Lee 
and Hwang, 1991a, 1991b), except that the basic flow equations 
are solved iteratively for a varying Ra with the perturbation 
equations. 

Results and Discussion 
For a horizontal channel flow (a = 0), the maximum axial 

velocity is located near the center of channel; an adverse tem
perature gradient appears in the gravitational direction due to 
the heated bottom plate. For an upward inclined flow (a>0) , 
the maximum axial velocity shifts toward the heated wall due 
to free convection. The stream wise flow acceleration is mainly 
due to the buoyancy force parallel to the channel [Ra/Pe] •&• 
sin a shown in Eq. (2), and partially due to induced pressure 
gradient from [Ra/Pe] •(?• cos a shown in Eq. (3). As the 
inclination angle is increased, a large fraction of fluid flows 
near the heated plate, so the flow must undergo a reversal near 
the upper plate to maintain mass conservation. For a down
ward inclined flow (a<0) , the term [Ra/Pe] • 8 • sin a is neg
ative, and a decelerated flow in the streamwise direction is 
shown. The deceleration is proportional to the basic flow tem
perature 6, and the location of maximum axial velocity shifts 
toward the upper plate. 

Figure 1 shows the critical Rayleigh number Ra* marking 
the onset of longitudinal vortex instability along the streamwise 
direction with various inclination angles for Pr = 0.7 and 7.0. 
The previous theoretical and experimental data are also pre
sented for comparison. The theoretical prediction for a = 0 
(Hwang and Cheng, 1973) underestimated the critical Ra* in 
comparison with experimental results. For the case of an up
ward inclined channel flow, the critical Ra* increases with an 
increase in inclination. It is understood that the basic flow is 
accelerated near the heated lower plate and the thickness of 
the thermal boundary layer is thinner for a > 0. These situations 
stabilize the upward inclined channel flow. This stabilizing 
effect is also demonstrated by experimental investigation 
(Maughan and Incropera, 1987). Among the experimental data 
shown in Fig. 1, the results of Maughan and Incropera (1987) 
present higher critical values than the others. Kamotani and 
Ostrach (1976), Kamotani et al. (1979), and Hwang and Liu 

dd 

df 

V2p-

Pe 
Pr 

_ dd dd _ dd dd\ 
u — \ -u —+v —+v — ] = 

dx dx dy dyj 

dD 2 „ 

Pe 
Pr 

where 

Pe 
Pr 

dD _ a o 
dx dy 

dv du du dv du du dv dv 

dx dy dy dx dx dx dy dy 

Pe 
Pr 

d2v d2u 
U{dx2 + dxdy)+V\dy2 + dxdy 

Ra 
Pe 

36» dd . 
— cos a + — sm a 
dy dx 

du dv 
V2 = - ^ + — - a 2 and D = -— + -— 

'dx2 dy dx dy 

(10) 

(11) 

Fig. 1 Critical condition for inclined channel 
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(1976) determined the onset of thermal instability from flow 
visualization of secondary flow. On the other hand, Maughan 
and Incropera (1987) inferred the onset point from a sharp 
increase in heat transfer enhancement curves. Heat transfer 
enhancement occurs downstream of the onset position of an 
infinitesimal disturbance. The results of the present predictions 
for Pr = 0.7, Pe= 175, inclination angles 0 deg < a < 60 deg, 
and onset positions 0.01 < x* < 0.30 can be correlated within 
an average difference of 7.3 percent by the following equation: 

log 
Ra* -cos a 

1+0.09'tan a 
= 2.9274 -0 .4903 ' log x* 

+ 0.2487- (log x*) (14) 

It is clear that there are no theoretical predictions or ex
perimental data concerning the instability of a downward in
clined channel flow available in the literature. Figure 1 also 
shows that the critical Rayleigh numbers of downward inclined 
flow do not behave as those of the upward inclined flow. In 
the inlet region x*<0.02, the critical Ra* decreases as the 
inclination angle la I increases. In downstream regions 
x*>0.04, the increase of inclination angle I a I presents an 
opposite effect on the critical Ra*. This behavior requires a 
more detailed interpretation of the effect of basic flow on the 
vortex instability. As shown in Eq. (2), the term [Ra/Pe] • 6 • sin 
a is negative for a < 0 , and gives a streamwise flow deceler
ation. The thicker the thermal boundary layer, the lower the 
critical Ra*. It is seen in Eq. (3) that the buoyancy force in 
the normal direction is weakened by a large inclination angle 
I a I through the term [Ra/Pe] • 6 • cos a in spite of upward or 
downward inclination. This stabilizes an inclined flow for a 
larger la I for both a > 0 and a < 0 . This demonstrates the 
opposite effect of inclination angle on the critical Ra* at 
x* > 0.04. 

It is observed that the flow is more unstable for Pr = 7.0 
than that for Pr = 0.7. This may be explained by examining 
the inertia terms u-du/dx, u-dv/dx, and H-dw/dx with a coef
ficient [Pe/Pr] in Eqs. (7), (8), and (9), respectively. These 
terms suppress the disturbance and their values decrease with 
an increase in the Prandtl number. One may conclude that air 
is more stable than water in thermal instability in spite of 
channel inclination. 

Figure 2 shows the variation of the critical wave number a* 
along the streamwise direction with various inclination angles 
for Pr = 0.7 and 7.0. It is seen that the critical wave number 
a* decreases monotonically along the streamwise direction. As 
the onset of instability moves upstream, the corresponding 
critical wave number increases due to a thinner thermal bound
ary layer near the inlet. When the inclination angle is increased 
from - 45 deg to 30 deg, the a* value increases monotonically. 
But when the inclination is increased from 30 to 60 deg, a* is 
decreased in the region near the channel inlet. This may be 
because the thickness of the unstable region in the vertical 
direction (g direction) is increased when a > 3 0 deg, giving a 
larger vortex size or a smaller a*. It is clear that the critical 
wave number a* is smaller for Pr = 7.0 than for Pr = 0.7. Due 
to less suppression force for Pr = 7.0 in the streamwise direc
tion, a larger unstable region in the>> direction is provided for 
larger vortex rolls. The larger vortex rolls give a smaller critical 
wave number. 

In the region near the inlet of a parallel-plate channel, the 
thermal boundary layer is thin and the temperature field in 
this region may not be far from that of a single plate. Although 
the flow field is not the same, it is still interesting to compare 
the results for these two physical configurations. The previous 
studies for the onset of flow instability in the thermal boundary 
layer over an isothermal plate are shown in Fig. 3. The previous 
theoretical prediction of Chen et al., (1982) presents an under
estimation about two orders of magnitude lower than the ex
perimental investigations of Abu-Mulaweh et al. (1987), and 
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Fig. 3 Comparison of results on an isothermal inclined plate 

Cheng and Kim (1988). For comparison, the value of Ra* and 
Pe in this study are changed to Gr^ and Re* by 

— ] -x and Gr^= (—— 
kPr/ V Pr 

Re r = •x3 (15) 

The present result is much closer to the experimental data than 
that of the previous prediction (Chen et al., 1982). It is also 
interesting to see that the present theoretical prediction for 
a > 0 fall on the same line as the experimental data of Abu-
Mulaweh et al. (1987). It is also noted that the region for wave 
instability determined by Chen et al., 1982) is in the range of 
Rex > 8.5 x 104, which is beyond the scope of this figure. 

Concluding Remarks 
1 Inclination of the channel has a stabilizing effect on 

the flow for an upward inclined channel due to the streamwise 
acceleration in the basic flow. The stabilizing effect was also 
shown by the corresponding experimental data in the literature. 
For a downward inclined channel, the basic flow streamwise 
deceleration dominates the flow instability condition. The in
clination destabilizes the flow near the inlet region, but sta
bilizes the flow in the downstream region. 

Journal of Heat Transfer AUGUST 1992, Vol. 114/763 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 In spite of the channel inclination, the increasing Prandtl 
number for a fixed Peclet number has a destabilizing effect 
on the flow along the streamwise direction, and gives a smaller 
critical wave number. 

3 Although the flow field is not the same, it is interesting 
to compare the results between the data for a single plate and 
parallel plates by considering the thin thermal boundary layer 
in the thermal entrance region of the parallel-plate channel. 
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C = empirical constant 
cp = specific heat of liquid 
H = height of confinement channel between chip surface 

and nozzle surface 
hfe = latent heat of vaporization 

k = thermal conductivity of liquid based on mean liquid 
temperature 

L = length (and width) of heat source (12.7 mm) 
N1L4 = average Nusselt number based on wetted area = 
_ q{Ap/AT)L/(Ts - Tj)k 
Nu/. = average Nusselt number based on heater length = 

qL/(Ts - Tj)k 
Pr = Prandtl number of liquid based on mean liquid tem

perature 
q = mean heat flux based on heat source planform area 

qm = critical heat flux based on heat source planform area 
qmA = critical heat flux based on wetted area = q,„(Ap/AT) 
Re = Reynolds number based on mean jet velocity and 

orifice hydraulic diameter = U{2W)/v 
Tf = liquid temperature at nozzle inlet 
Tm = mean liquid temperature = (7^ + Tj)/2 
Ts = mean surface temperature 

Tsat = saturation temperature 

" J s a t = *s ~ ^sat 

ATsub = 7*sat — Tf 
U = mean jet velocity at orifice exit 
W — width of rectangular orifice 
v = kinematic viscosity of liquid based on mean liquid 

temperature 

Introduction 
Jet impingement is encountered in numerous applications 

demanding high heating or cooling fluxes. Examples include 
annealing of metal sheets and cooling of turbine blades, x-ray 
medical devices, laser weapons, and fusion blankets. The at
tractive heat transfer attributes of jet impingement have also 
stimulated research efforts on cooling of high-heat-flux mi
croelectronic devices. These devices are fast approaching heat 
fluxes in excess of 100 W/cm2 (Ma and Bergles, 1983), which 
have to be dissipated using coolants that are both electrically 
and chemically compatible with electronic components. Un
fortunately, fluids satisfying these requirements tend to possess 
poor transport properties, creating a need for significant en
hancement in the heat transfer coefficient by such means as 
increased coolant flow rate and phase change. The cooling 
problem is compounded by a need to cool large arrays of heat 
sources in minimal volume, and to reduce the spacing between 
adjacent circuit boards. These requirements place severe con
straints on the packaging of jet impingement cooling hardware. 

Recently, the authors of this study presented a new concept 
for cooling multi-heat-source electronic circuit boards using 
jets of dielectric liquid issued from thin rectangular slots into 
channels confined between the surfaces of the chips and the 
opposite nozzle manifolding plate (Wadsworth and Mudawar, 
1990). They demonstrated the predictability and uniformity of 
cooling for each of nine heat sources in a 3 x 3 heat source 
array and presented a correlation for the single-phase convec
tive heat transfer coefficient as a function of jet width, length 
•of heat source, flow velocity, and fluid properties. 

The authors also examined the cooling performance of the 
multi-heat-source jet impingement module during phase change 
(Mudawar and Wadsworth, 1991). As in the case of single-
phase cooling, cooling uniformity was demonstrated for each 
of the nine heat sources and guidelines were developed to 
preclude any degradation of cooling performance resulting 
from bubble generation within the confinement channels. 

Despite being tested for a 3 x 3 heat source array only, the 
near perfect uniformity of cooling suggests this cooling concept 
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2 In spite of the channel inclination, the increasing Prandtl 
number for a fixed Peclet number has a destabilizing effect 
on the flow along the streamwise direction, and gives a smaller 
critical wave number. 

3 Although the flow field is not the same, it is interesting 
to compare the results between the data for a single plate and 
parallel plates by considering the thin thermal boundary layer 
in the thermal entrance region of the parallel-plate channel. 

Acknowledgments 
The authors would like to acknowledge the National Science 

Council, ROC, for its support of the present work through 
project NSC 79-0404-E007-07. 

References 
Abu-Mulaweh, H. I., Armaly, B. F., and Chen, T. S., 1987, "Instabilities 

of Mixed Convection Flows Adjacent to Inclined Plates," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 109, pp. 1031-1033. 

Chen, T. S., Moutsoglou, A., and Armaly, B. F., 1982, "Thermal Instability 
of Mixed Convection Flow Over Inclined Surfaces," Numerical Heat Transfer, 
Vol. 5, pp. 343-352. 

Cheng, K. C , and Kim, Y. W., 1988, "Vortex Instability Phenomena Relating 
to the Cooling of a Horizontal Isothermal Flat-Plate by Natural and Forced 
Laminar Convection Flows," Cooling Technology for Electronic Equipment, 
W. Aung, ed., Hemisphere, Washington, DC, pp. 169-182. 

Fukui, K., Nakajima, M., and Ueda, H., 1983, "The Longitudinal Vortex 
and Its Effects on the Transport Processes in Combined Free and Forced Laminar 
Convection Between Horizontal and Inclined Parallel Plates," Int. J. Heat Mass 
Transfer, Vol. 26, pp. 109-120. 

Hwang, G. J., and Cheng, K. C , 1973, "Convective Instability in the Thermal 
Entrance Region of a Horizontal Parallel-Plate Channel Heated From Below," 
ASME JOURNAL OF HEAT TRANSFER, Vol. 95, pp. 72-77. 

Hwang, G. J., and Liu, C. L., 1976, "An Experimental Study of Convective 
Instability in the Thermal Entrance Region of a Horizontal Parallel-Plate Chan
nel Heated From Below," Can. J. Chem. Eng., Vol. 54, pp. 521-525. 

Kamotani, Y., and Ostrach, S., 1976, "Effect of Thermal Instability on 
Thermally Developing Laminar Channel Flow," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 98, pp. 62-66. 

Kamotani, Y., Ostrach, S., and Miao, H., 1979, "Convective Heat Transfer 
Augmentation in Thermal Entrance Regions by Means of Thermal Instability," 
ASME JOURNAL OF HEAT TRANSFER, Vol. 101, pp. 222-226. 

Lee, F. S., and Hwang, G. J., 1991a, "Transient Analysis on the Onset of 
Thermal Instability in the Thermal Entrance Region of a Horizontal Parallel 
Plate Channel," ASME JOURNAL OF HEAT TRANSFER, Vol. 113, pp. 363-370. 

Lee, F. S., and Hwang, G. J., 1991b, "The Effect of Asymmetric Heating 
on the Onset of Thermal Instability in the Thermal Entrance Region of a Parallel 
Plate Channel," Int. J. Heat Mass Transfer, Vol. 34, pp. 2207-2218. 

Maughan, J. R., and Incropera, F. P., 1987, "Experiments on Mixed Con
vection Heat Transfer for Airflow in a Horizontal and Inclined Channel," Int. 
J. Heat Mass Transfer, Vol. 30, pp. 1307-1318. 

Mori, Y., and Uchida, Y., 1966, "Forced Convective Heat Transfer Between 
Horizontal Flat Plates," Int. J. Heat Mass Transfer, Vol. 9, pp. 803-817. 

Enhancement of Single-Phase Heat Transfer and Critical 
Heat Flux From an Ultra-High-Flux Simulated 
Microelectronic Heat Source to a Rectangular Impinging 
Jet of Dielectric Liquid 

D. C. Wadsworth1'3 and I. Mudawar2,3 

Nomenclature 

a = empirical constant 
Ap = heat source planform area 
AT = heat source total wetted area 

'Graduate Research Assistant. 
2Associate Professor and Director of the Purdue University Boiling and Two-

Phase Flow Laboratory. 
3Boiling and Two-Phase Flow Laboratory, School of Mechanical Engineering, 

Purdue University, West Lafayette, IN 47907. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
April 1991; revision received January 1992. Keywords: Boiling, Electronic Equip
ment, Jets. 

C = empirical constant 
cp = specific heat of liquid 
H = height of confinement channel between chip surface 

and nozzle surface 
hfe = latent heat of vaporization 

k = thermal conductivity of liquid based on mean liquid 
temperature 

L = length (and width) of heat source (12.7 mm) 
N1L4 = average Nusselt number based on wetted area = 
_ q{Ap/AT)L/(Ts - Tj)k 
Nu/. = average Nusselt number based on heater length = 

qL/(Ts - Tj)k 
Pr = Prandtl number of liquid based on mean liquid tem

perature 
q = mean heat flux based on heat source planform area 

qm = critical heat flux based on heat source planform area 
qmA = critical heat flux based on wetted area = q,„(Ap/AT) 
Re = Reynolds number based on mean jet velocity and 

orifice hydraulic diameter = U{2W)/v 
Tf = liquid temperature at nozzle inlet 
Tm = mean liquid temperature = (7^ + Tj)/2 
Ts = mean surface temperature 

Tsat = saturation temperature 

" J s a t = *s ~ ^sat 

ATsub = 7*sat — Tf 
U = mean jet velocity at orifice exit 
W — width of rectangular orifice 
v = kinematic viscosity of liquid based on mean liquid 

temperature 

Introduction 
Jet impingement is encountered in numerous applications 

demanding high heating or cooling fluxes. Examples include 
annealing of metal sheets and cooling of turbine blades, x-ray 
medical devices, laser weapons, and fusion blankets. The at
tractive heat transfer attributes of jet impingement have also 
stimulated research efforts on cooling of high-heat-flux mi
croelectronic devices. These devices are fast approaching heat 
fluxes in excess of 100 W/cm2 (Ma and Bergles, 1983), which 
have to be dissipated using coolants that are both electrically 
and chemically compatible with electronic components. Un
fortunately, fluids satisfying these requirements tend to possess 
poor transport properties, creating a need for significant en
hancement in the heat transfer coefficient by such means as 
increased coolant flow rate and phase change. The cooling 
problem is compounded by a need to cool large arrays of heat 
sources in minimal volume, and to reduce the spacing between 
adjacent circuit boards. These requirements place severe con
straints on the packaging of jet impingement cooling hardware. 

Recently, the authors of this study presented a new concept 
for cooling multi-heat-source electronic circuit boards using 
jets of dielectric liquid issued from thin rectangular slots into 
channels confined between the surfaces of the chips and the 
opposite nozzle manifolding plate (Wadsworth and Mudawar, 
1990). They demonstrated the predictability and uniformity of 
cooling for each of nine heat sources in a 3 x 3 heat source 
array and presented a correlation for the single-phase convec
tive heat transfer coefficient as a function of jet width, length 
•of heat source, flow velocity, and fluid properties. 

The authors also examined the cooling performance of the 
multi-heat-source jet impingement module during phase change 
(Mudawar and Wadsworth, 1991). As in the case of single-
phase cooling, cooling uniformity was demonstrated for each 
of the nine heat sources and guidelines were developed to 
preclude any degradation of cooling performance resulting 
from bubble generation within the confinement channels. 

Despite being tested for a 3 x 3 heat source array only, the 
near perfect uniformity of cooling suggests this cooling concept 
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is applicable to larger arrays of heat sources. For example, in 
a 10 x 10 heat source module, fluid exiting the heat source 
confinement channels could be routed laterally through pas
sages separating rows of 10 heat sources. Alternatively, the 
fluid could be rejected from each of four 5 x 5 arrays sep
arately before being routed to a single outlet. 

Machining microstructures into the surface of the heat source 
is another means of enhancing cooling effectiveness both in 
the single-phase and two-phase regimes. One important meas
ure for this effectiveness is critical heat flux (CHF), which 
defines the upper limit on heat flux achievable with any elec
tronic cooling system. In the case of electronic cooling, mi
crostructures can be formed either directly on the chip surface 
by such techniques as chemical etching or laser cutting, or by 
bonding a micro-machined metallic attachment to the chip 
surface. The latter approach produces an additional contact 
resistance, which can be minimized with the use of a high 
thermal conductivity solder. 

The CHF enhancement potential of microstructures has been 
successfully demonstrated in a variety of cooling configura
tions. Nakayama et al. (1984) and Mudawar and Anderson 
(1989) achieved, respectively, over 450 and 700 percent en
hancement in CHF in the pool boiling of FC-72, a dielectric 
fluid made by 3M, by bonding onto the heat source studs 
covered with miniature structures. Grimley et al. (1988) tested 
microstructured surfaces to enhance CHF in an FC-72 liquid 
film flowing over a vertically mounted heat source. Surfaces 
with rectangular microgrooves machined in the direction of 
fluid flow produced the highest CHF compared to those with 
smooth or square microstud finish. Similar surfaces were tested 
by Mudawar and Maddox (1990) in the boiling of FC-72 flow
ing parallel to the surface of a heat source mounted on one 
wall of a rectangular flow channel. CHF increased with in
creasing microfin height, reaching values of 262 and 317 W/ 
cm2 for the microstud and microgroove surfaces, respectively. 

The focus of the present paper is to examine means of boost
ing the power dissipation of electronic heat sources via a 
combination of jet impingement, subcooled phase change, and 
low-profile surface enhancement using the jet-impingement 
cooling concept described in the paper by Wadsworth and 
Mudawar (1990). 

Experimental Methods 
Experiments were performed with a single 12.7 mm x 12.7 

mm heat source housed in a cooling module as shown in Fig. 
1. The module consisted of four parallel attachments: a front 
cover plate, cooling block, heat source plate, and back cover. 
Fluorinert FC-72, a dielectric coolant having a boiling point 
of 56°C at atmospheric pressure, was supplied into a plenum 
chamber formed between the front cover plate and the cooling 
block, where liquid temperature and pressure were measured, 
and impinged upon the surface of the heat source. Following 
impingement, the flow was confined to two channels (one on 
each side of the impingement zone) formed between the sur
faces of the heat source and nozzle insert, and routed to the 
module exit port through relatively large channels (perpendic
ular to the plane of Fig. 1) on either side of the nozzle insert. 
A differential pressure transducer measured the pressure drop 
between the nozzle upstream and the confinement channel 
downstream. Other details of the flow loop and module con
struction are available elsewhere (Wadsworth and Mudawar, 
1990). 

The heat source consisted of a resistive heating element va
por-deposited onto an alumina substrate. The back side of the 
substrate was soldered to an oxygen-free copper block, which 
transmitted the heat to the impinging fluid. Three type-K ther
mocouples were embedded within the copper block, as illus
trated in Fig. 1, allowing for determination of an area-weighted 
average of surface temperature corrected for the conduction 

Upstream 
Plenum 

Fig. 1 Sectional diagram of cooling module; heat source (simulated 
chip) is shown without surface enhancement 

resistance between the thermocouple plane and the surface. 
Heat loss from the heat source was simulated numerically by 
assuming zero contact resistances with the mating plastic sub
strate. This analysis determined a maximum of 4 percent of 
the electrical power input was lost during the single-phase 
regime decreasing to less than 1 percent for most boiling data; 
therefore, the heat flux was determined as the measured elec
trical power input divided by the planform area of the heat 
source. Measurements of average surface temperature were 
made with a maximum uncertainty of 0.1 °C. Complete details 
concerning these issues can be found elsewhere (Wadsworth 
and Mudawar, 1990). 

Two structurally enhanced surfaces, microgroove and mi
crostud, were tested and their performances compared to those 
of a smooth surface. All three surfaces were blasted prior to 
testing with a slurry of air, water, and silica particles at high 
pressure, resulting in a fairly homogeneous and consistent mi-
crostructure having 10 to 15 /im radius cavities. The geometry 
of the microstructures used was based on previous surface 
enhancement work by Nakayama et al. (1984), Grimley et al. 
(1988), Mudawar and Anderson (1989), and Mudawar and 
Maddox (1990) involving boiling in FC-72. A maximum fin 
height of 1.02 mm was established based on the considerations 
of machinability and fin structural strength. 

The microgroove surface, Fig. 2, was fabricated by ma
chining 0.305-mm-wide grooves to a depth of 1.02 mm into 
the copper surface at 0.610 mm centers, effectively creating a 
surface flush mounted at the base with the insulating substrate 
shown in Fig. 1, with 21 longitudinal fins protruding from the 
base. 

The microstud surface, Fig. 2, was fabricated by cutting 
grooves identical to those of the microgroove surface but in 
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Fig. 2 Microgroove and microstud enhancement geometries 

two perpendicular directions. The studs protruded 1.02 mm 
from the base and measured 0.305 mm on the side. The side 
walls of the studs were oriented at 45 deg with respect to the 
flow direction, creating a serpentine path for the fluid between 
adjacent stud rows. One benefit that was sought in forming 
rows of individual studs compared to a single continuous lon
gitudinal fin was the establishment of a large number of thin 
boundary layer regions at the leading edges of the studs down
stream from the jet-impingement zone. A total of 421 studs 
were fabricated on a single 12.7 mm x 12.7 mm base surface. 

Experimental Results 

Single-Phase Results. In the previous study by Wadsworth 
and Mudawar, involving smooth surfaces, a correlation was 
developed for the single-phase heat transfer coefficient subject 
to large variations in jet geometry (Wand H) and jet velocity. 
The jet parameters in the present study were set at W = 0.254 
mm and H = 2.54 mm while the Reynolds number was varied 
from 2000 to 30,000. Data for the microgroove and microstud 
surfaces were correlated individually using the form 

Nu,/Pr1 / 3 = C Re" (1) 
where the coefficient, C, and exponent, a, were determined 
from a least-square fit to the data, and heat flux was based 
on the heat source planform area, 1.61 cm2. The overall un
certainties in Re and NuL/Pr1 /3 are estimated at 4.5 and 1.0 
percent, respectively (Wadsworth and Mudawar, 1990). 

As shown in Fig. 3(a), both the microgroove and microstud 
surfaces outperformed the smooth surface, with the micro-
groove yielding the highest heat transfer coefficient of the three 
surfaces. Enhancement for the microgroove and microstud 
surfaces ranged, respectively, from 240 and 230 percent for 
Re = 1000 to 406 and 316 percent for Re = 30,000. Re
markably, the microgroove enhancement provided a nearly 
isothermal heat source surface, with less than 0.8°C variation 
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Fig. 3 Comparison of single-phase heat transfer performances for the 
smooth and enhanced surfaces based upon (a) planform area and (b) 
wetted area 

for a flux of 61.8 W/cm2, and increased pressure drop very 
slightly, less than 0.5 psi at the highest jet velocity as compared 
to the smooth surface. Temperature uniformity was less evident 
with the microstud surface, with spatial variation in surface 
temperature of 3.2°C at a heat flux of 52.6 W/cm2, and the 
associated increase in pressure drop was approximately 1.0 psi. 
It' should be noted that temperature uniformity is a primary 
concern in the implementation of jet impingement in the field 
of electronic cooling. 

Figure 3(b) shows a comparison of the heat transfer per
formances of the three surfaces based upon total wetted area. 
The decrease in heat transfer coefficients for the enhanced 
surfaces may be attributed to the reduced fin effectiveness away 
from the base, the disturbances created by the microstructures 
near the impingement zone, and the reduced effective velocity 
of fluid along the fin and stud surfaces as compared to a smooth 
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Fig. 4 CHF dependence on jet velocity for the three surfaces based 
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surface. It is important to note that enhancement with respect 
to planform area, Fig. 3(a), is the true measure for cooling 
performance for microelectronic chips. 

Two-Phase Results. Figure 4(a) shows the exponential de
pendence of CHF on velocity is virtually the same for all three 
surfaces, i.e., qm <x U01. As was found in the single-phase 
study, the microgroove enhancement resulted in a virtually 
isothermal surface and surpassed the smooth and microstud 
surfaces in heat flux based on planform area. CHF enhance
ment with the microgroove and microstud surface, were, re
spectively, 214 and 186 percent for the lowest velocity and 233 
and 178 percent for the highest velocity. Plotting CHF based 
upon wetted area, Fig. 4(b), shows the attractive performances 
of the enhanced surfaces were primarily the result of increased 
heat transfer area. Figure 4(a) shows that fluxes well in excess 
of 160 W/cm2 can be easily achieved with the microgroove 
surface at jet velocities as small as 1 m/s (i.e., minimal flow 
rate), a feature that is important for electronic cooling. 

Figure 5 shows CHF increasing monotonically for the mi
crostud surface with increasing subcooling as is commonly 
expected in most boiling systems. The microgroove surface, 
on the other hand, followed two different regimes. Below a 
transition point corresponding to ATsub = 23°C, increasing 
subcooling actually decreased CHF. This unexpected trend was 
verified for other velocities as well with the microgroove sur
face. This phenomenon was investigated by visual observation 
of the flow inside a transparent tube, which was connected to 
the outlet from the test module. A two-phase mixture with a 
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Fig. 5 CHF dependence on subcooling for the microgroove and mi
crostud surfaces 

large void ratio was observed for low subcooling conditions. 
Increasing subcooling above 23 °C resulted in smaller bubbles 
and a significant suppression of vapor production. 

Prior to CHF, the heat source power is dissipated only to 
liquid from the bulk flow, which is capable of making contact 
with the heated surface. If the mass flow rate of that liquid is 
rh/ and its subcooling is ATsub:h where ATsubj < 1, then a 
fraction of the heat source power, rhi cp ATsnbih goes into 
increasing the temperature of that liquid to saturation, while 
the balance of the power, ihi h/g, will be consumed by vapor
ization. One hypothesis for the increase in CHF with decreasing 
subcooling below ATsub = 23 °C is the acceleration of the flow 
in the confinement channel caused by the larger rate of vapor 
generation produces a significant increase in mt. Furthermore, 
the strong mixing induced by bubble agitation increases the 
value of ATsisb/ATmb. 

On the other hand, significant condensation of vapor bub
bles for Arsub > 23 "C produces negligible acceleration of the 
flow and reduces mi considerably. This results in the usual 
increase in CHF with increasing subcooling dominated by the 
increase in sensible energy of the bulk fluid. Since the CHF 
values for the microstud surface were significantly smaller than 
for the microgroove surface, the void ratio and corresponding 
acceleration were apparently too small to reverse the trend of 
increasing CHF with increasing subcooling for the microstud 
surface. 

The CHF data base obtained with the smooth and enhanced 
surfaces demonstrated that CHF increases with increasing jet 
velocity, U, increasing nozzle width, W, and increasing sub
cooling, ATsub (except for the low subcooling regime of the 
microgroove surface). These three parameters were maximized 
in an attempt to determine the maximum value for CHF and 
highest level of enhancement attainable under a combination 
of the most favorable conditions within the limitations of the 
present study. Only the smooth and microgroove surfaces were 
used in this test. The microgroove surface was preferred over 
the microstud surface due to the proven superior effectiveness 
of the former for all other conditions. Figure 6 shows boiling 
curves for the smooth and microgroove surfaces. A complete 
smooth surface boiling curve was measured up to and including 
the CHF condition; however, physical burnout of the resistive 
heating element precluded reaching CHF for the microgroove 
surface. The heating element failed at 411 W/cm2 without 
experiencing the sharp temperature overshoot of CHF. This 
curve is evidence that jet impingement is capable of removing 
extremely high fluxes. Figure 6 also shows that fluxes in excess 
of 275 W/cm2 can be dissipated even without phase change. 

Results and Conclusions Experiments were performed to 
investigate single-phase and boiling heat transfer from smooth 
and microstructured (microgroove and microstud) surfaces 
having an equal planform area of 12.7 x 12.7 mm2, to jets 
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Fig. 6 Maximum heat fluxes attained in the present study for the smooth 
and microgroove surfaces 

of dielectric Fluorinert FC-72 liquid issued from thin rectan
gular slots into channels confined between the surfaces of the 
heat source and the nozzle. Specific findings from the study 
are as follows: 

1 The microgroove and microstud enhanced surfaces aug
mented the single-phase heat transfer coefficient and CHF 
substantially. This enhancement was a direct result of the in
creased surface area. The microgroove surface outperformed 
the other two surfaces, reaching CHF values well in excess of 
160 W/cm2 at jet velocities as small as 2 m/s. 

2 The microgroove structure provided a virtually isothermal 
heat source surface under single-phase as well as boiling con
ditions. 

3 CHF dependence on subcooling for the microgroove sur
face exhibited a transition from decreasing to increasing CHF 
with increasing subcooling. 

4 Fluxes in excess of 400 W/cm2 were achieved with the 
microgroove surface with a combination of high jet velocity 
and large subcooling. 

In summary, the use of a jet-impingement cooling scheme 
and structurally enhanced surfaces coupled with phase change 
can quite easily and reliably remove very high heat fluxes such 
as those anticipated with future microelectronic devices. 
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of dielectric Fluorinert FC-72 liquid issued from thin rectan
gular slots into channels confined between the surfaces of the 
heat source and the nozzle. Specific findings from the study 
are as follows: 

1 The microgroove and microstud enhanced surfaces aug
mented the single-phase heat transfer coefficient and CHF 
substantially. This enhancement was a direct result of the in
creased surface area. The microgroove surface outperformed 
the other two surfaces, reaching CHF values well in excess of 
160 W/cm2 at jet velocities as small as 2 m/s. 

2 The microgroove structure provided a virtually isothermal 
heat source surface under single-phase as well as boiling con
ditions. 

3 CHF dependence on subcooling for the microgroove sur
face exhibited a transition from decreasing to increasing CHF 
with increasing subcooling. 

4 Fluxes in excess of 400 W/cm2 were achieved with the 
microgroove surface with a combination of high jet velocity 
and large subcooling. 

In summary, the use of a jet-impingement cooling scheme 
and structurally enhanced surfaces coupled with phase change 
can quite easily and reliably remove very high heat fluxes such 
as those anticipated with future microelectronic devices. 
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ix = dynamic viscosity, kg/ms 
v = kinematic viscosity, m2/s 
<p = angle measured between vertical direction and 

surface tangent, Fig. 1 
X = coordinate along the streamline measured from the 

leading edge of the cross section, Fig. 1, m 
X/ = value of x at trailing edge of the cross section 

Introduction 
Analytical, numerical, and experimental studies of free con

vection heat transfer from the external surface of isothermal 
two-dimensional bodies, especially circular cylinders and ver
tical flat plates, have been conducted by many investigators. 
In the interest of brevity, only that material directly relevant 
to the derivations herein will be reviewed in detail. 

Early investigations of natural convection heat transfer from 
horizontal long circular cylinders were undertaken by Petavel 
(1901), Langmuir (1911), and Nusselt (1929). Langmuir (1911), 
following his extensive study of free convection heat transfer 
from thin wires, concluded that viscosity played an important 
role in the flow field near the wire surface. He introduced a 
simple model known as "film theory" for analyzing the con
vection heat transfer around cylinders. In this model, he sug
gested that the convection heat transfer in the boundary layer 
could be replaced by a process of conduction through a sta
tionary fluid layer that surrounds the cylinder. Later investi
gators such as Rice (1923) improved upon "film theory" and 
Elenbaas (1937), Eckert and Soehngen (1952), and Sparrow 
(1956) used this theory on free and forced convection heat 
transfer analysis around horizontal and vertical cylinders. In 
later years, McAdams (1954) correlated the existing experi
mental data for horizontal circular cylinders over the range of 
1(T4 < Ra < 109. A wider range of Ra was covered by the 
experiments of Kutateladze (1963) performed in air and other 
fluids. Hesse and Sparrow (1974) used thin wires in their ex
periments and reported results for 10~4 < Ra < 102. In 1975, 
Morgan, after a comprehensive study and review of the existing 
experimental data, proposed a correlation over a wide range 
of Rayleigh numbers 1(T10 < Ra < 1012. 

While others were focusing on experimental results, Chiang 
and Kaye (1962), Saville and Churchill (1967), and Lin and 
Chao (1974) developed analytical solutions for the conditions 
in which the boundary layer thickness was small compared to 
the cylinder's local radius of curvature. In some cases, those 
solutions (referred to as "thin layer" solutions) were developed 
for cylinders of fairly arbitrary shape. Raithby and Hollands 
(1975, 1976, 1985), following the "film theory" of Langmuir, 
introduced an approximate method for predicting heat transfer 
from various two- and three-dimensional shapes. They applied 
their method to elliptic cylinders, with a vertical plate and a 
horizontal circular cylinder as limiting cases. Kuehn and Gold
stein (1976) also presented a correlation equation for circular 
cylinders. Their correlation could predict heat transfer over a 
wide range of 10" u < Ra < 10°, and that showed very good 
agreement with predictions of Raithby and Hollands (1976). 
Fujii et al. (1979) and Kuehn and Goldstein (1980) performed 
numerical analysis of the laminar region from isothermal hor
izontal cylinders for 10 "3 < Ra < 103 and 1 < Ra < 107, 
respectively. 

A review of the existing literature shows that most workers 
have focused mainly on experimental data of circular cylinders 
and vertical plates with air (Pr ~ 0.71) as working fluid. The 
results of these studies have been empirical correlations re
stricted either to some simple geometries or to a narrow range 
of Rayleigh numbers. Only a few scientists have carried out 
numerical techniques, which, unfortunately, are also restricted 
to simple geometries such as circular cylinders. There are a 
few analytical solutions for cylinders of fairly arbitrary cross 

section, but, unfortunately, those solutions are restricted to a 
very narrow range of Rayleigh where the boundary layer is 
thin compared to the local radius of curvature of the cylinder. 
The approximate method suggested by Raithby and Hollands 
(1975), however, is capable of predicting heat transfer from 
cylinders of various cross sections and for wide ranges of 
Prandtl and Rayleigh numbers. Unfortunately, following the 
steps of their approximate method is complex, and engineers 
might be discouraged from using it. Therefore it is the goal 
of this study to simplify this approximate method and intro
duce an expression for predicting natural convection heat 
transfer from isothermal two-dimensional bodies of arbitrary 
cross section over a wide range of Rayleigh and Prandtl num
bers. 

Simplified Method 
According to Langmuir (1911), the convected heat transfer 

from a body can be approximated by the conducted heat trans
fer through a stationary fluid layer surrounding the body. 
Therefore the convection problem is reduced to a simpler con
duction problem. Raithby and Hollands (1975, 1976, 1985) 
adopted Langmuir's idea and suggested an approximate in
tegral technique for obtaining the convected heat transfer from 
a body. Their technique consisted of calculating the local thick
ness Ax of the stationary fluid layer of variable thickness (called 
the conduction layer) surrounding the body and then solving 
for the conduction heat transfer through this layer. Recently 
Hassani and Hollands (1989a), following Chamberlain et al. 
(1985), simplified the Raithby-Hollands method by replacing 
the conduction layer of variable thickness by one of uniform 
thickness A equal to the area-weighted harmonic mean of the 
local thickness Ax. Hassani and Hollands (1989a) proposed 
further simplifications to the integral expressions of the 
Raithby-Hollands method and introduced an expression for 
natural convection heat transfer from three-dimensional bodies 
of various shape. They also extended this work to cover a wide 
range of Prandtl numbers, namely 0.7 < Pr < 2000 (see 
Hassani and Hollands, 1989b). 

In this paper, following a similar procedure to that outlined 
by Hassani and Hollands (1989a), an expression for predicting 
the convection heat transfer from two-dimensional bodies (cyl
inders of different convex cross sections) is derived. Hassani 
and Hollands (1989a) showed that the thickness of the uniform 
conduction layer A can be obtained by first determining the 
average thickness of the boundary layer when the flow is every
where laminar and then when the flow is everywhere turbulent. 
Solutions for these two special cases are given by Raithby and 
Hollands (1985) as 

and 

A- = A>C^P (2) 

respectively. Then using the Churchill-Usagi (1972) interpo
lation technique, w_hich blends laminar and turbulent solutions, 
an expression for A was obtained: 

where m is_the exponent of Churchill-Usagi fit. Substituting 
for A/ and A, from Eqs. (1) and (2) results in 

= = j - [(GC/Rarr-KQRai7 3) '"]1 7 ' " . (4) 

Equation (4) combines laminar and turbulent solutions ne
glecting the transition regime, which is of limited importance 
for cylinders. The average laminar flow coefficient Q is a 
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function of Prandtl number and is given by Churchill and 
Usagi (1972): 

C/ = 0 . 6 7 1 ^ 1 + ^ — J J . (5) 

The coefficient G for a two-dimensional body is given by 
Raithby and Hollands (1985): 

G-
Xf Jo 

(cos <p)W3dx (6) 

where L is the characteristic length, x/is the distance from the 
lowest part of the cross section of the cylinder, and <p is the 
angle between the body and vertical direction as shown in Fig. 
1. Assuming that 

cos <p ~ cos ip • 
Xf Jo 

( c o s <p)dx •• 
Xf 

(7) 

where zj is the total height of the cross section as shown in 
Fig. 1, Eq. (6) can be reduced to a simpler form: 

G = ^ [ ( c o s ^ ) 1 / V 4 ] = ( ^ f N ) 1 / 4 - (8) 
Xf \XfJ 

To further simplify the expression for G, one can assume that 

x/=- (9) 

where P, is the perimeter of the cross section of the cylinder. 
This assumption becomes exact when the cylinder cross section 
is symmetric. Using Eq. (9), the expression for G reduces to 

-ffl' (10) 

Hassani and Hollands (1989a) developeda simple expression 
for the mean turbulent flow coefficient C, for three-dimen
sional bodies. Following^ a similar procedure and employing 
the same assumptions, C, for two-dimensional bodies can be 
expressed in terms of purely geometric properties of the body 

C, = a+(b-a)^ + e ^ (11) 

where A is the total surface area, P, is the perimeter of the 
cross section of the cylinder, and Ah represents all the hori
zontal downward-facing surfaces for a heated body (Tb > Ta) 
for which <p = — ir/2. For a cooled body (Tb < Ta), Ah 

represents all the horizontal upward-facing surfaces for which 
<p = 7r/2. The coefficients a, b, and e are functions of Prandtl 
number and are given by Hassani and Hollands (1989b). 

Expression for Nusselt Number 

It was shown_earlier that the thickness of the uniform con
duction layer A can be_ calculated from Eq. (4), where the 
coefficients Q, G, and C, are given by Eqs. (5), (10), and (11), 
respectively. The next step is to calculate the heat conducted 
through this uniform layer. Langmuir et al. (1913), in a com
prehensive study, suggested approximate expressions for con
duction shape factor of several configurations. Following their 
work, Hassani et al. (1992) developed an expression, given by 
Eq. (12), for the conduction shape factor of a uniform layer 
surrounding a cylinder of arbitrary cross section: 

7 = ln(l+(27rAAP,))' ( 1 2 ) 

This expression was developed under the assumption that the 
cylinder and the surface of the surrounding layer were kept at 
uniform temperatures T, and T0, respectively. A in Eq. (12) is 
the thickness of the uniform layer surrounding the cylinder, 
Pi is the cylinder's cross-sectional perimeter, and / is the length 
of the cylinder. Readers are encouraged to refer to Nakai and 

Fig. 1 Surface coordinate system for cylinder with arbitrary cross sec
tion 

Okazaki (1975) for derivation of exact asymptotic solution to 
conduction problem. Substituting from Eqs. (4) and (10) into 
Eq. (12), the expression for S becomes 

S 2TT 

I 

In 1+-
2-KL 

Pi W" Q R a i " +(C,Rai / 3 r 

(13) 

The average Nusselt number in terms of the conduction 
shape factor is given by 

SL 
Nu, (14) 

where L is the characteristic dimension and A = P,l is the 
surface area of the cylinder. Substituting for S from Eq. (13), 
the expression for NuL becomes 

Nu, 
2TTL 

P,ln 1+-
2TTZ, 

PI (^V /4C,Ra- + (C,Rar ) ' 

(15) 

This expression can be used for isothermal two-dimensional 
bodies of convex cross section. To further simplify this expres
sion, it is suggested here that a new characteristic dimension 
for Ra be defined as 

H=(4zfPf)ln (16) 

and Nu be based on Pt instead of L. This choice of characteristic 
dimensions reduces Eq. (15) to a more compact form: 

- 2T (17) Nuf 

In 1 + 7 ^ -
2TT 

((QRa^4)'" + (C,Ra} /
/3n1/m 

where 

Ct=C,(P,/H). (18) 
This expression is easy to use, and its coefficients depend solely 
on simple geometric properties of the body and the Prandtl 
number. The exponent m of Eq. (17) for two-dimensional 
bodies is empirically found to be about 10 (m = 10). 

Comparison With Experimental Results and Other Correla
tions 

The predictions of Eq. (17) were compared to experimental 
data and correlations gathered from several sources. The coef-
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Table 1 Coefficients of Eq. (17) 

Cross Section 

Circular cylinder 
Vertical flat plate 
Vertical flat plate 
Triangular, Fig. 3 
Square orientation 1, Fig. 3 
Square orientation 2, Fig. 3 
Fig. 5, L/D = 1,0 = TT/2 

Fig. 5, L/D = 1,0 = ir/4 
Fig. 5, L/D = 2, 0 = jr/2 
Fig. 5, L/D = 4, 0 = ir/2 
Fig. 5, L/D = 4, 0 = 0 
Fig. 5, L/D = 2, 0 = 0 

Pr 

0.71 
0.71 
55 
5.0 
5.0 
5.0 

0.71 
0.71 
0.71 
0.71 
0.71 
0.71 

V, 
Eq.(5) 

0.515 
0.515 
0.651 
0.618 
0.618 
0.618 
0.515 
0.515 
0.515 
0.515 
0.515 
0.515 

c, 
Eq.(18) 

0.095 
0.084 
0.081 
0.100 
0.101 
0.098 
0.093 
0.086 
0.087 
0.085 
0.127 
0.106 

Table 2 N 

RaH 

3.97 x 10-'2 

3.97 x 10"" 

3.97 x lO"10 

3.97 X 10"' 
3.97 X 10"' 
3.97 x 10"7 

3.97 X lO"" 

3.97 X lO"6 

3.97 X lO"' 

3.97 x 10"' 

3.97 x 10"2 

3.97 x 10-' 

3.97 x 10° 

3.97x10' 

3.97 x 10! 

3.97 x 10! 

3.97 x 10* 

3.97 x 10! 

3.97 x 101 

3.97 x 10' 

3.97 x 10s 

3.97 x 10* 

3.97 x 10'° 

3.97 x 10" 

3.97 X 10'2 

3.97 x 10" 

3.97 x 10" 

Up. of Eq. (17) and other sources 

Morgan 

(1975) 

0.559 
0.638 
0.729 

0.833 

0.952 

1.088 

1.243 

1.420 

1.621 

2.279 

3.204 

4.505 

6.347 

9.790 

15.08 

26.82 

47.68 

84.12 

181.06 

389.82 

839.20 

1806.6 

3889.2 

8372.7 

Kyte et al. 

(1953) 

0.793 

0.888 

1.010 

1.170 

1.388 

1.704 

2.190 

3.010 

4.520 

6.820 

10.38 

16.70 

28.04 

48.60 

85.96 

153.90 

277.50 

Churchill-

Chu 

(1975) 

1.140 

1.143 

1.150 
1.150 
1.169 
1.187 

1.215 

1.255 

1.316 

1.407 

1.546 

1.763 

2.110 

2.670 

3.610 

5.250 

8.210 

13.74 

24.48 

45.68 

88.78 

177.76 

363.75 

756.10 

1589.0 

3365.4 

7166.2 

Eq.(17) 

0.693 

0.740 

0.794 

0.856 
0.929 
1.015 

1.120 

1.246 

1.405 

1.608 

1.878 

2.246 

2.760 

3.550 

4.760 

6.740 

10.08 

15.84 

26.02 

44.28 

79.48 

156.34 

327.75 

700.60 

1505.2 

3239.0 

6974.6 

for circular cylinder in air 

Kuehn-

Goldstein 

(1976) 

0.691 

0.738 

0.792 
0.851 
0.924 
1.012 

1.110 

1.240 

1.397 

1.598 

1.864 

2.230 

2.740 

3.510 

4.701 

6.630 

9.890 

15.51 

25.40 

42.98 

76.78 

154.35 

327.61 

702.10 

1508.9 

3247.1 

6992.1 

Hesse-

Sparrow 

(1974) 

1.379 

1.568 

1.775 

2.340 

3.090 

4.110 

6.280 

McAdams 

(1954) 

1.540 

1.728 

2.080 

2.640 

3.401 

4.740 

6.621 j 

9.922 i 

16.88 ! 

29.30 

50.90 

90.48 

161.16 

293.11 

I 

1 

ficients of Eq. (17) for all those cases are listed in Table 1. 
First the case of long horizontal circular cylinder was consid
ered. The predictions of present work were compared to the 
correlations of other workers such as Kyte et al. (1953), 
McAdams (1954), Hesse and Sparrow (1974), Morgan (1975), 
Churchill and Chu (1975), and Kuehn and Goldstein (1976). 
The results for this comparison are listed in Table 2. In general 
Eq. (17) compares very well with the correlation of Kuehn and 
Goldstein (1976) for the whole range of Rayleigh numbers. 
For Ra > 1, the agreement between Eq. (17) and the corre
lations of other workers is very good, and for Rayleigh numbers 
as low as 10~6, it compares very well with the correlation 

Saunders (1936) 
Warner & Arpachi (19 
King (1932) 
Equation (1 7) 

10"' 1 10 10 ' 10 3 10 * 10 B 10 ' 10 ' 10 ' 10 ' 10 ID 1 0 " 1 0 " 1 0 " 1 0 " 

RaH 

Fig. 2 Heat transfer coefficient for vertical plate at Pr ~ 0.71 and Pr 
= 55 

Modified Triongulor_ 
Cross-sec t ion 

Modified Square Cross-sec t ion 

oo Nakamura & Asako (1978) 

— Equation (1 7 ) 

1 0 ' 

RaH 

Fig. 3 Heat transfer coefficient for cylinders with modified triangular 
and square cross section 

suggested by Churchill and Chu (1975). For Ra < 10 , pre
dictions of this work lie between the correlations of Morgan 
(1975) and Churchill and Chu (1975). 

Predictions of this work were next compared to existing data 
for a vertical flat plate of height Lp. The characteristic lengths 
Pi and //for this case are equal to 2LP and 2.52LP, respectively. 
Comparisons were made to the experimental results of King 
(1932), Saunders (1936), and Warner and Arpaci (1968) for 
air (Pr = 0.71) and to the experimental data of Touloukian 
et al. (1948) for ethylene glycol (Pr = 55) over a Rayleigh 
number range of 10~' < Ra < 1012. As shown in Fig. 2, the 
agreement between the predictions and the experimental data 
is very good, with rms differences of less than 10 percent for 
air and 8.5 percent for ethylene glycol. 

Nakamura and Asako (1978) carried out experiments in water 
(Pr => 5) on long cylinders of modified triangular and square 
cross section as shown in the inset of Fig. 3. The comparison 
between the predictions of this work and experimental results 
of Nakamura and Asaka are plotted in Fig. 3. The coefficients 
of Eq. (17) for these cases are listed in Table 1. The agreement 
between the experimental data and predictions for modified 
triangular cross section is very good, with an rms difference 
of 9.5 percent. The comparison between the experiments and 
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1.10-

Fig. 4 Cross section of cylinder tested by Oosthuizen and Paul (1984) 

predictions for a cylinder with modified square cross section 
in orientation 1 showed an rms difference of 8.4 percent. The 
results for the next case, a cylinder with modified square cross 
section in orientation 2, showed an rms difference of 12 per
cent. This orientation is more streamlined and has a smaller 
turbulence coefficient C,, which means that the laminar flow 
regime is the dominant regime. 

Oosthuizen and Paul (1984) performed experiments on cyl
inders of prism cross section with L/D ranging from 1.0 to 
4.0 (see Fig. 4), in air (Pr « 0.71). Their data were obtained 
for different orientations of these cylinders only at a single 
Rayleigh number. The single data point for each orientation 
with the corresponding predicted result is shown in Fig. 5. 
Agreement between the predictions and the data is very good 
for the aspect ratio of one (cylinder with square cross section) 
with maximum difference of 5.4 percent. The other aspect 
ratios showed maximum deviations as high as 22.7 percent. In 
total, 76 percent of the experimental data lie within 15 percent 
of predictions. Although good agreement has been observed 
with this limited data, more experimental data are required on 
these shapes for further verification of Eq. (17). The author 
has access to data from a recent experimental study on five 
cylinders of different cross section carried out by Blair Clemes 
(1990). The comparison between Eq. (17) and the experimental 
data of Clemes (1990) show very good agreement. Since Clemes' 
data have not been officially published in any technical journal, 
the author will refrain from presenting them here. Reporting 
the comparison between that set of data and Eq. (17) is left 
to Blair Clemes. 

In general, the predictions of this work and the existing 
experimental data for cylinders of various cross sections, with 
finite length vertical plate as limiting case, gathered from sev
eral sources agree very well over a wide range of Rayleigh and 
Prandtl numbers. 
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Fig. 5 Normalized NuP . for various orientations and aspect ratios of 
cylinder with prismatic cross section tested by Oosthuizen and Paul 
(1984) 

several workers who studied natural convection heat transfer 
from vertical flat plates in air and in ethylene glycol. 

Good agreements were also observed between predictions 
of this work and experimental data gathered from several 
sources on cylinders with modified square and triangular cross 
sections and cylinders with prism cross section of various aspect 
ratio. 

An important advantage of Eq. (17) over the existing cor
relations is its broad applicability to cylinders of convex cross 
section over a wide range of Rayleigh and Prandtl numbers. 
Other correlations found in the literature are restricted to either 
a particular geometry (cross section) or a limited Ra and Pr 
range. 

Conclusions 
Natural convection heat transfer from two-dimensional bod

ies of arbitrary cross section can be easily and closely calculated 
over a wide range of Rayleigh and Prandtl numbers by using 
Eq. (17). The predictions of this equation for a variety of two-
dimensional shapes immersed in air, water, and ethylene glycol 
were compared to available experimental data. The agreement 
was generally very good for most of the cases considered in 
this study. 

The experimental data and correlations of several researchers 
on circular cylinders compared well to the predictions of this 
work for Ra > 1. For Ra < 1, predicted results showed very 
good agreement with the correlations suggested by Churchill 
and Chu (1975) and Kuehn and Goldstein (1976). Predictions 
of Eq. (17) also agreed well with the experimental data of 
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Numerical Study of Natural Convection in a 
Differentially Heated Cavity With Internal Heat 
Generation: Effects of the Aspect Ratio 

T. Fusegi,1 J. M. Hyun,2 and K. Kuwahara3 

Introduction 
Flows in an enclosure that are generated by both internal 

and external heating are found in several important thermal 
engineering applications. Examples include heat removal from 
postaccident nuclear reactors and thermal control of nuclear 
waste stored underground. There exists a large body of pre
vious studies on natural convection in cavities in which either 
internal heat generation or external heating is present (Lambha 
et al., 1978; Kulacki and Richards, 1985; Ostrach, 1988). How
ever, analysis of flows that involve both modes of heating has 
attracted far less attention in the past. 

In the present paper, systematically organized high-resolu
tion numerical calculations of natural convection in a differ
entially heated rectangular cavity with internal heat generation 
are reported. Referring to Fig. 1, the two vertical sidewalls of 
the cavity are maintained at temperatures of TH (x= 0) and Tc 

(x = L), where TH>TC, while the horizontal walls O = 0 and 
H) are insulated. The aspect ratio of the cavity, A ( = H/L), 
varies in range of 0.3<>1<5.0. The Prandtl number of the 
fluid is set equal to 5.85. A uniform volumetric heat generation 
of Q is present throughout the cavity interior. Under these 
conditions, two principal flow parameters, each of which char
acterizes either internal or external heating, evolve. They are 
termed the internal Rayleigh number: Ra7 ( = gficpp

2LsQ/iik2); 
and the external Rayleigh number: ~R&E( = gj5cpp

2Li(TH- Tc)/ 
fik); where g is the gravitational acceleration, /3 is the thermal 
expansion coefficient, cp is the specific heat at constant pres
sure, ix is the viscosity, and k is the thermal conductivity of 
the fluid. In the present investigation, the external and internal 
Rayleigh numbers range 4.0 x 10 5<Ra £<5.0 x 107 and 4.0 
x 107<Ra7<5.0 x 109, respectively. 

For a differentially heated square cavity with internal heat 
generation, Acharya and Goldstein (1985) performed numer
ical computations in lower Rayleigh number cases: namely, 
103<Ra£<106and 104<Ra7<107 . They also investigated the 
cases of inclined cavities, and the effects of the cavity aspect 
ratio were documented by Acharya (1984). The major finding 
for the case of the sidewall-heated cavity (the configuration 
shown in Fig. 1) was that, when Ra7 was significantly greater 
than Ra£, the flow was directed downward along both the 
heated and cooled sidewalls. Wang and Wang (1988) conducted 
a combined experimental and numerical investigation in the 
range of 104<Ra7<106 and Ra £ =5.0 x 104 for an enclosure 
of the aspect ratio of 3.2. The heat transfer rate calculated 
from Mach-Zehnder interferograms was in satisfactory agree
ment with numerically determined data. However, no meas
urements of the flow fields were undertaken. 

Of much interest would be cases for which Ra£ and Ra7 are 
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internal heat generation or external heating is present (Lambha 
et al., 1978; Kulacki and Richards, 1985; Ostrach, 1988). How
ever, analysis of flows that involve both modes of heating has 
attracted far less attention in the past. 

In the present paper, systematically organized high-resolu
tion numerical calculations of natural convection in a differ
entially heated rectangular cavity with internal heat generation 
are reported. Referring to Fig. 1, the two vertical sidewalls of 
the cavity are maintained at temperatures of TH (x= 0) and Tc 

(x = L), where TH>TC, while the horizontal walls O = 0 and 
H) are insulated. The aspect ratio of the cavity, A ( = H/L), 
varies in range of 0.3<>1<5.0. The Prandtl number of the 
fluid is set equal to 5.85. A uniform volumetric heat generation 
of Q is present throughout the cavity interior. Under these 
conditions, two principal flow parameters, each of which char
acterizes either internal or external heating, evolve. They are 
termed the internal Rayleigh number: Ra7 ( = gficpp

2LsQ/iik2); 
and the external Rayleigh number: ~R&E( = gj5cpp

2Li(TH- Tc)/ 
fik); where g is the gravitational acceleration, /3 is the thermal 
expansion coefficient, cp is the specific heat at constant pres
sure, ix is the viscosity, and k is the thermal conductivity of 
the fluid. In the present investigation, the external and internal 
Rayleigh numbers range 4.0 x 10 5<Ra £<5.0 x 107 and 4.0 
x 107<Ra7<5.0 x 109, respectively. 

For a differentially heated square cavity with internal heat 
generation, Acharya and Goldstein (1985) performed numer
ical computations in lower Rayleigh number cases: namely, 
103<Ra£<106and 104<Ra7<107 . They also investigated the 
cases of inclined cavities, and the effects of the cavity aspect 
ratio were documented by Acharya (1984). The major finding 
for the case of the sidewall-heated cavity (the configuration 
shown in Fig. 1) was that, when Ra7 was significantly greater 
than Ra£, the flow was directed downward along both the 
heated and cooled sidewalls. Wang and Wang (1988) conducted 
a combined experimental and numerical investigation in the 
range of 104<Ra7<106 and Ra £ =5.0 x 104 for an enclosure 
of the aspect ratio of 3.2. The heat transfer rate calculated 
from Mach-Zehnder interferograms was in satisfactory agree
ment with numerically determined data. However, no meas
urements of the flow fields were undertaken. 

Of much interest would be cases for which Ra£ and Ra7 are 
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Fig. 1 Schematic of the flow configuration 

sufficiently high so that boundary layers formed near the iso
thermal walls have significance in the flow structure. These 
situations will be examined in the present numerical study. As 
experimental counterparts, Kawara et al. (1990) have recently 
carried out an extensive series of flow visualizations. In the 
experiments, the uniformly distributed internal heat generation 
was simulated by passing electric current through a dilute po
tassium chloride aqueous solution (Pr= 5.85). The ranges of 
parameters were: 106<Ra£< 108 and 108<Ra,< 1010, and for 
the enclosure aspect ratio, A, 0.3 <A <5.0. The observed flow 
structure illustrated qualitatively different patterns as the ratio 
Ra7/RaB was altered. An important aspect of the present prob
lem is the effect of the cavity aspect ratio on flow features. 

One principal objective of the present study is to verify the 
steady-state experimental observations of Kawara et al. by 
performing a critical assessment of the numerical and exper
imental results. In addition, further details of flow and heat 
transfer characteristics will be secured. These numerical results 
will be complementary to the preceding experiments (Kawara 
et al., 1990). It should be emphasized that the numerical data 
will furnish the local information of the flow field as well as 
the spatial structure of the heat transfer rate throughout the 
cavity boundary walls. 

The flow is governed by the two-dimensional, time-depen
dent, incompressible Navier-Stokes and energy equations. They 
are solved by a control volume-based finite difference tech
nique. The complete mathematical formulation and a detailed 
description of the numerical method can be found elsewhere 
(Fusegi et al., 1992) and, hence, they are not repeated here. It 
suffices to mention that the convective terms are discretized 
by the QUICK scheme modified for nonuniform grids (Freitas 
et al., 1985) and that the iterative solution algorithm is based 
on the well-known SIMPLE type (Patankar, 1980) and the 
Strongly Implicit Procedure (Stone, 1968). The constructed 
numerical code has been validated by a set of benchmark 
solutions proposed by de Vahl Davis (1983) for natural con
vection in a differentially heated square cavity (Ra/ = 0). The 
entire enclosure constitutes the full computational domain. 

Results and Discussion 
In the actual computations, four values of the aspect ratio 

are considered, namely, A = 0.3, 1.0, 2.0, and 5.0. For a 
given value of A, the Rayleigh numbers are specified such that 
their ratio, Ra//Ra£, is equal to 100. This allows a systematic 
assessment of the effects of the aspect ratio on the field char
acteristics. For reference purposes, parallel computations are 
performed by selectively turning off the internal heat gener
ation (i.e., Ra/ = 0.0) or the temperature difference of the 
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Fig. 2 The computed results of isotherms (left) and stream function 
contours (center) at A = 1.0. Representative flow lines of the flow vis
ualization (Kawara et al., 1990) (right) are also included. The temperature 
of the sidewalls is: (a) 1.005 at x/L = 0 and 0.995 at x/L = 1, (b) 1.0 at 
x/L = 0 and 1; the increment of the isotherms is: AT = 0.001 for both 
cases, (a) Computation: Ra, = 5.0 x 109, Ra£ = 5.0 x 10' [A^ = 0.680 
x 10~3]; experiment: Ra, = 5.4 x 109, RaE = 5.2 x 10'; (6) computation: 
Ra, = 5.0 x 10s, RaE = 0 (A^ = 0.528 x 10 -3); experiment: Ra, = 5.4 
x 109, Ra£ = 0.0. 

sidewalls (Ra£ = 0.0). The number of grid points in the x 
direction for the finite difference mesh network is fixed at 122, 
while that in the y direction varies depending on the aspect 
ratio: It is 62 for A = 0.3, 122 for A = 1.0, and 242 for A 
= 2.0 and 5.0. A nonuniform grid system is utilized. The 
spacing ratio, A (the ratio of the smallest mesh distance located 
adjacent to the sidewall to the largest spacing in the center), 
is set equal to 3.0. A 10 percent decrease in the average heat 
flux, q, at the sidewall is found compared to the case of the 
uniform meshes. When A is further increased, changes in q 
are less than 2 percent of the value for A = 3.0. 

In all the results presented here, steady state has been at
tained. No indication of transition to unsteady flows is detected 
in the computations. The critical value of Ra/is considered to 
be beyond the range used in the present study. 

The changes in the global structure of the thermal and flow 
fields due to the internal heat generation are examined first. 
Figure 2 illustrates the numerically constructed isotherms and 
streamline contours at A = 1.0. The results of the flow vis
ualization (Kawara et al., 1990) are also included for com
parison. In this and also in what follows, the temperature, T, 
and the stream functions, \p, are normalized with respect to 
(Tc+ TH)/2( = To) and u0/L, respectively, where u0 is a ref
erence velocity defined as [gl3L(TH- Tc)]

l/2. The temperature 
difference is set equal to 1 percent of the reference temperature, 
T0, in order to simulate closely the experimental conditions of 
Kawara et al. 

In Fig. 2(a), the results of Ra7 = 5.0 x 109 and Ra£ = 5.0 
x 107 are depicted. At this relatively high Rayleigh number, 
thin thermal and velocity boundary layers are present near the 
isothermal vertical walls. If there is no internal heat generation 
(Ra7 = 0), the fields would exhibit centro-symmetry with re
spect to the cavity center (x/L=y/H=0.5). However, in the 
present case, the symmetry is not found due to the internal 
heat generation. A counterrotating vortex of smaller size ap
pears near the heated wall (x = 0). The temperature of this 
smaller vortex is higher than the temperature of the heated 
wall. In this zone, the heated wall acts as a source of negative 
buoyancy, which drives the flow downward near this surface. 
This downward flow meets the upward flow, which originates 
from the lower portion of the heated wall; consequently, the 
downward flow turns sharply upward afterward. This flow 
pattern can also be inferred from the isotherms. The numerical 
prediction of the flow field is consistent with the flow visu-
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Fig. 3 The computed results of isotherms (left) and stream function 
contours (center) at A = 5.0. Representative flow lines of the flow vis
ualization (Kawara et al., 1990) (right) are also included. The temperature 
of the sidewalls is: 1.005 at x/L = 0 and 0.995 at x/L = 1; the increment 
of the isotherms is: AT = 0.001. Computation: Ra, = 4.0 x 107, RaE 

= 4.0 x 105(A^ = 0.146 x 10"1); experiment: Ra, = 1.4 x 107, RaE 

= 3.8 x 105. 

alization result (Kawara et al., 1990). These flow patterns are 
clearly captured in the experiment, although the size of the 
experimentally observed smaller vortex appears to be larger 
than that of the computed prediction. 

Figure 2(b) shows the results when there is no differential 
heating of the sidewalls (RaB = 0.0) and the convection is due 
to the internal heat generation only. As expected, the fields 
are symmetric with respect to the centerline (x/L = 0.5). The 
major features of the field structure are the presence of the 
boundary layers near the isothermal vertical walls (with T = 
1.0) and the thermally stratified central part, in which a slow 
upward flow is conspicuous. The particle path pattern of the 
measurements (Kawara et al., 1990) are in close agreement 
with the computed flow field. 

A tall cavity of A = 5.0 is considered next. In this case, the 
Rayleigh numbers are set equal to Ra£ = 4.0 x 10s and Ra7 
= 4.0 x 107, to allow direct comparisons with the measure
ments (Kawara et al., 1990). The bottom edge of the coun-
terrotating cell near the heated wall is extended further down 
compared with the case of A = 1.0 [Fig. 2(a)]. Actually, the 
bulk of the heated plate is seen to be covered with the downward 
boundary layer. The isotherm, the temperature of which is at 
the same value as that of the externally heated sidewall (x=0) 
is located slightly above the bottom corner. The flow field of 
the present computation is in reasonable qualitative agreement 
with the experiment (Kawara et al., 1990). The global features 
of the fields at A = 2.0 are consistent with the present results 
and, hence, they are not shown here. 

The results for a shallow enclosure with the aspect ratio A 
= 0.3 are illustrated in Fig. 4. The values of Ra7 and Ra£ used 
for the present computations are the same as those for the 
square cavity. A very weak counterrotating vortex appears near 
the top-left corner. The upflow is still predominant in the 

Fig. 4 The computed results of isotherms (top) and stream function 
contours (center) at A = 0.3. Representative flow lines of the flow vis
ualization (Kawara et al., 1990)) (bottom) are also included. The temper
ature of the sidewalls is: 1.005 at x/L = 0 and 0.995 at x/L = 1; the 
increment of the isotherms is: AT = 0.001. Computation: Ra, = 5.0 x 
109, RaE= 5.0 x 107[A>£ = 0.242 x 10~3]; experiment: Ra, = 8.3 x 109, 
RaE= 6.3 x 107. 

q, Heat Flux 
Fig. 5 The local heat flux distribution at the externally heated sidewall 
(x/L = 0) for various aspect ratios with Ra,/Ra£ = 100.0. For A = 0.3 
and 1.0, Ra, = 5.0 x 109 and Ra£ = 5.0 x 107; for A = 5.0, Ra, = 4.0 
x 107 and Rae = 4.0 x 105. 

vicinity of the heated wall, as indicated by both streamlines 
and isotherms. In the experiment (Kawara et al., 1990), a 
counterrotating cell is observed near the top-left corner. The 
size of this cell appears to be substantially different from the 
computational results. The heat transfer through the horizontal 
walls in the actual experiments may have a comparatively strong 
impact on the flow patterns. 

As described earlier, downward flows may be observed near 
the externally heated sidewall (x=0) due to generation of the 
negative buoyancy when the internal heat source is intense. In 
such circumstances, of much interest is the heat transfer at the 
heated sidewall located at x = 0. The distribution of the local 
heat flux is plotted in Fig. 5 for different aspect ratios. The 
nondimensional heat flux, q, is defined as q* (RaEPr)U2/pcpu0T0 
where q* stands for the dimensional value. Negative values 
imply that heat is transferred from the fluid to the wall. 
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Table 1 The average heat flux, q, at the isothermal walls for various aspect 
ratios, A. The left and right columns, respectively, indicate values at the walls 
atjc/i = 0 and 1.0. 

Ra/Ra^ A = 

0.0 
CO 

100.0 
Percent error* 

0.3 

0.640 -0.641 
-0.460 -0.463 

0.228 -1 .18 
3.0 

1.0 

0.547 -0.537 
-0.391 -0.393 

0.152 -0.938 
0.26 

2.0 

0.265 -0.249 
-0.428 -0.428 

-0.119 -0.743 
0.70 

5.0 

0.112 -0.114 
-0.456 -0.454 

-0.311 -0.619 
2.2 

K g a i x / i - o + g i ,) - C l / C X lOO.OwhereC = l<j MX/L-O + Q UX/L-I I for R a / / R a i ? = o o 

Table 2 The net heat input across the boundary [ x 102f<7,„] 
at various aspect ratios, A 

Ra/Ra^- A = 

0.0 
100.0 

i) (percent) = 

0.3 

0.662 
0.229 

34.6 

1.0 

0.533 
0.204 

38.3 

2.0 

0.776 
0.0875 

11.3 

5.0 

2.63 
0.0433 

1.65 

\qin for Ra7 /Ra£= 100.0,, 
V= ; ~r.—^ r r X 100.0 

!<?,-„ for Ra,= 0.0 
(1) 

For a fixed value of Ra//RaB, patterns of the local heat flux 
at the externally heated isothermal wall (x = 0) are dramatically 
different depending on the aspect ratio. In the case of the 
square cavity (A = 1.0) at Ra7 = 5.0 x 109 and Ra£ = 5.0 x 
107, the direction of heat flow changes its sign at around y/ 
H = 0.5. Positive q occurs below that height, i.e., the fluid 
near the region is actually heated by the wall. However, q turns 
negative above y/H~0.5, indicating that heat escapes from 
the fluid of higher temperatures to the surroundings due to 
the internal heat generation. This result is compared with those 
of A = 5.0 and 0.3. In the case of a tall cavity (A = 5.0), 
heat leaves from the fluid toward the surroundings over the 
entire length of the externally heated wall, except in very small 
portions near the bottom wall (y = 0). On the contrary, for a 
shallow cavity (A =0.3), heat enters into the fluid through the 
isothermally heated wall over much of the whole height of the 
cavity. Heat leaves from a small region due to the internal heat 
generation. 

Computed values of the average heat flux at the isothermal 
walls are summarized in Table 1. If the fluid is heated by either 
the temperature difference of the sidewalls only or the internal 
heat generation only, the heat transfer in the cavity is sym
metric. However, at Ra//Ra£ = 100.0, when both modes of 
heating are present simultaneously, the direction of the overall 
heat transfer at x = 0 reverses depending on the aspect ratio. 
The wall acts as the energy supply if A < 1.0, while it serves 
to remove heat from the fluid when A>1.0 Errors in q are 
estimated from the solutions for Ra//Ra£ = 100.0 and oo, and 
they are indicated in Table 1. 

From a practical viewpoint of heat removal from the cavity 
walls, the information concerning how much heat enters into 
the system from the surroundings is of primary importance. 
The total heat input across the boundary, } qin ( = }$ qdy for 
which q>0) is presented in Table 2 for various aspect ratios. 
It has to be stressed that \qin indicates the heat transfer from 
the surroundings to the cavity interior across the externally 
heated sidewall. At each A, two situations are considered: the 
case of no internal heat generation and the case of Ra//Ra£ 

= 100.0. For A> 1.0, the heat input from the surroundings 
into the system increases as A becomes larger when there is 
no internal heat generation; on the contrary, \qin is reduced 
considerably for large values of A, when the internal heat 
generation is present. For example, at A = 5.0, the net heat 
input from the surroundings to the cavity interior across the 
system boundary is negligibly small. 

This trend can be better illustrated by the ratio, r;, defined 
as 

This parameter measures how much reduction in the heat input 
across the boundary from the surroundings to the cavity in
terior is realized by the presence of the internal heat generation. 
The peak value of TJ occurs when the aspect ratio is close to 
unity. When the aspect ratio is small, the thermal boundary 
layer becomes thin, since the cavity height is small. There is 
not enough room for the downward flow near the externally 
heated wall (x = 0) to develop, although the upflow near the 
major portion of the heated surface is of substantial strength 
(see also Fig. 4). For larger values of A, the downward flow 
extends to the locations near the bottom surface, as seen in 
Fig. 3. Consequently, the net heat transfer across the system 
boundary becomes very small when the aspect ratio is large. 

Concluding Remarks 
Natural convection in a differentially heated rectangular 

cavity with internal heat generation is examined numerically. 
The computed results of the temperature and flow character
istics are consistent with the experimental measurements (Ka-
wara et al., 1990). The qualitative changes in the flow patterns, 
when the internal heat generation is appreciable, are captured 
successfully in the present analysis. 

As the aspect ratio increases, a larger portion of the heated 
wall is covered by the downward flow. When the aspect ratio 
is large, the heat transport across the externally heated sidewall 
is directed from the fluid to the surroundings over much of 
the height of the wall. When the cavity is shallow (A< 1.0), 
the inward heat transport across the isothermally heated wall 
is approximately one third that of the case in which no internal 
heat generation exists. 
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Heat Transfer in Power Cables Packaged Inside Trays 

Z. Zhao,1 Z. Ren,2 and D. Poulikakos1 

Nomenclature 
b = thickness of enclosure wall, m 
B = ratio of radiation heat transfer rate to total rate of 

heat transfer 
D = diameter, m 
g = gravitational acceleration, m/s2 

Gr = Grashof number = gi5q,D*/-wkv2 

h = convection heat transfer coefficient, W/m2 

h = average convection heat transfer coefficient, W/m2 

H = height of the enclosure, m 
/ = electric current intensity of power cable laid in the 

tray, A 
/ „ = electric current intensity of power cable suspended 

in an infinite space of air, A 
k = fluid thermal conductivity, W/m-K 
L = length of the cylinder or length of the enclosure 

n„ = index of refraction of ambient air 
Nu = Nusselt number, Eq. (4) 
Nu = average Nusselt number, Eq. (5) 
Nw = fringe order number at the wall 

Nw+k = fringe order number of the kth fringe away from 
_ the wall 
Nu,,, = average Nusselt number of cylinder in an infinite 

air 
Pr = Prandtl number for air 
qc = rate of convection heat transfer per unit length, W/ 

m 
qc,& = rate of convection heat transfer per unit length of 

cylinder in an infinite air space, W/m 
qr = rate of radiation heat transfer per unit length, W/ 

m 
q, = total heat transfer rate per unit length, W/m 
s = cylinder spacing, m, Fig. 1 
T = temperature of air, K 

Tw = wall temperature, K 
Tw+k = temperature of air at the kth fringe away from the 

wall, K 
T„ = ambient temperature, K 
W = width of the enclosure, m 
/3 = volumetric expansion coefficient, K_ 1 

' Mechanical Engineering Department, University of Illinois at Chicago, Chi
cago, IL 60680. 

2 Thermal Engineering Department, Qinghua University, Beijing 100084, Peo
ple's Republic of China. 

Contributed by the Heat Transfer Division of the THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
November 1990; revision received December 1991. Keywords: Natural Convec
tion, Radiation, Thermal Packaging. 

AA/* = N„+k - Nw+k_l 

A£ „, = normal distance between the first fringe and the wall 
A£lv+1 = normal distance between the N„+i fringe and the 

Nw+2 fringe 
e = emissivity 
7] = capacity decreasing factor of power cable, ///«, 
6 = ang le , deg , F ig . 1 

X0 = wavelength of laser beam, iun 
v = kinematic viscosity, m2/s 
£ = distance normal to the wall, m 

1 Introduction 
Cooling of large power cables is of paramount importance 

to the power industry. In this paper, the results of a funda
mental study on the cooling of electrically heated cylinders 
that models indirectly such cables laid in an enclosed tray are 
reported. Cooling of the cylinders occurs by combined natural 
convection between the cylinders and the surrounding air and 
radiation between the cylinders and the tray in which they are 
enclosed. Relevant to the present work are studies of heat 
transfer between "inner" bodies and their surrounding enclo
sure. In the following paragraphs representatives of such stud
ies are reviewed. 

Warrington and Crupper (1981) investigated the phenom
enon of natural convection heat transfer between a bundle of 
tubes and a cubic enclosure surrounding the tubes. They showed 
that cell formation between the inner bodies (tubes) intensified 
the natural convection in the enclosure. Babus'Haq et al. (1984, 
1985) studied pipeline arrangements in underground tunnels 
in district heating applications. They reported that the heat 
losses were affected by the relative position of the high and 
low temperature tubes in the tunnel. Sparrow and co-workers 
have carried out several studies on the heat transfer between 
an enclosure and the inner bodies that it surrounds. For ex
ample, Sparrow et al. (1984) investigated the phenomenon of 
natural convection in enclosures with off-center inner bodies. 
Sparrow and Charmchi (1983) carried out experiments on nat
ural convection in an enclosure formed between eccentric and 
concentric vertical cylinders of different height and diameter. 

The experimental methods used in the present study are 
holographic interferometry and Schlieren interferometry. De
tails on the experimental apparatus are presented in the next 
section. 

2 Experimental Apparatus and Methodologies 
A schematic of the cross section of the experimental ap

paratus is shown in Fig. 1. Three brass cylinders of diameter 
D = 50 mm and length L = 690 mm are placed parallel to each 
other at the bottom of a rectangular enclosure. The enclosure 
is made out of plexiglass of thickness b = 5 mm. Its height is 
H= 236 mm, its width W= 356 mm and its length L = 700 mm, 
only slightly longer than the brass cylinders. Three identical 
cartridge heaters were installed inside the brass tubes. Direct 
current was supplied to the heaters with the help of three power 
supplies. The power input to the heaters was measured with 
three Watt meters accurate within 0.5 percent. The power input 
to the three cylinders was identical. The temperature of the 
surface of each cylinder was monitored with the help of type-
T thermocouples. Six thermocouples per cylinder were used 
spaced at 60 deg increments around the periphery. Their leads 
were buried inside small channels parallel to the cylinder axis 
to minimize "fin" effects. The azimuthal temperature varia
tion of the cylinders was found to be small (of the order 1°C) 
because of the high thermal conductivity of the brass tubes. 
In addition, this variation did not affect the accuracy of the 
measurements of the local heat transfer rate at the cylinder 
surface since holographic interferometry was utilized to cal
culate these gradients on the air side. Steady state was obtained 
about 4 h after the power to the heaters was turned on. The 
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Heat Transfer in Power Cables Packaged Inside Trays 

Z. Zhao,1 Z. Ren,2 and D. Poulikakos1 

Nomenclature 
b = thickness of enclosure wall, m 
B = ratio of radiation heat transfer rate to total rate of 

heat transfer 
D = diameter, m 
g = gravitational acceleration, m/s2 

Gr = Grashof number = gi5q,D*/-wkv2 

h = convection heat transfer coefficient, W/m2 

h = average convection heat transfer coefficient, W/m2 

H = height of the enclosure, m 
/ = electric current intensity of power cable laid in the 

tray, A 
/ „ = electric current intensity of power cable suspended 

in an infinite space of air, A 
k = fluid thermal conductivity, W/m-K 
L = length of the cylinder or length of the enclosure 

n„ = index of refraction of ambient air 
Nu = Nusselt number, Eq. (4) 
Nu = average Nusselt number, Eq. (5) 
Nw = fringe order number at the wall 

Nw+k = fringe order number of the kth fringe away from 
_ the wall 
Nu,,, = average Nusselt number of cylinder in an infinite 

air 
Pr = Prandtl number for air 
qc = rate of convection heat transfer per unit length, W/ 

m 
qc,& = rate of convection heat transfer per unit length of 

cylinder in an infinite air space, W/m 
qr = rate of radiation heat transfer per unit length, W/ 

m 
q, = total heat transfer rate per unit length, W/m 
s = cylinder spacing, m, Fig. 1 
T = temperature of air, K 

Tw = wall temperature, K 
Tw+k = temperature of air at the kth fringe away from the 

wall, K 
T„ = ambient temperature, K 
W = width of the enclosure, m 
/3 = volumetric expansion coefficient, K_ 1 
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AA/* = N„+k - Nw+k_l 

A£ „, = normal distance between the first fringe and the wall 
A£lv+1 = normal distance between the N„+i fringe and the 

Nw+2 fringe 
e = emissivity 
7] = capacity decreasing factor of power cable, ///«, 
6 = ang le , deg , F ig . 1 

X0 = wavelength of laser beam, iun 
v = kinematic viscosity, m2/s 
£ = distance normal to the wall, m 

1 Introduction 
Cooling of large power cables is of paramount importance 

to the power industry. In this paper, the results of a funda
mental study on the cooling of electrically heated cylinders 
that models indirectly such cables laid in an enclosed tray are 
reported. Cooling of the cylinders occurs by combined natural 
convection between the cylinders and the surrounding air and 
radiation between the cylinders and the tray in which they are 
enclosed. Relevant to the present work are studies of heat 
transfer between "inner" bodies and their surrounding enclo
sure. In the following paragraphs representatives of such stud
ies are reviewed. 

Warrington and Crupper (1981) investigated the phenom
enon of natural convection heat transfer between a bundle of 
tubes and a cubic enclosure surrounding the tubes. They showed 
that cell formation between the inner bodies (tubes) intensified 
the natural convection in the enclosure. Babus'Haq et al. (1984, 
1985) studied pipeline arrangements in underground tunnels 
in district heating applications. They reported that the heat 
losses were affected by the relative position of the high and 
low temperature tubes in the tunnel. Sparrow and co-workers 
have carried out several studies on the heat transfer between 
an enclosure and the inner bodies that it surrounds. For ex
ample, Sparrow et al. (1984) investigated the phenomenon of 
natural convection in enclosures with off-center inner bodies. 
Sparrow and Charmchi (1983) carried out experiments on nat
ural convection in an enclosure formed between eccentric and 
concentric vertical cylinders of different height and diameter. 

The experimental methods used in the present study are 
holographic interferometry and Schlieren interferometry. De
tails on the experimental apparatus are presented in the next 
section. 

2 Experimental Apparatus and Methodologies 
A schematic of the cross section of the experimental ap

paratus is shown in Fig. 1. Three brass cylinders of diameter 
D = 50 mm and length L = 690 mm are placed parallel to each 
other at the bottom of a rectangular enclosure. The enclosure 
is made out of plexiglass of thickness b = 5 mm. Its height is 
H= 236 mm, its width W= 356 mm and its length L = 700 mm, 
only slightly longer than the brass cylinders. Three identical 
cartridge heaters were installed inside the brass tubes. Direct 
current was supplied to the heaters with the help of three power 
supplies. The power input to the heaters was measured with 
three Watt meters accurate within 0.5 percent. The power input 
to the three cylinders was identical. The temperature of the 
surface of each cylinder was monitored with the help of type-
T thermocouples. Six thermocouples per cylinder were used 
spaced at 60 deg increments around the periphery. Their leads 
were buried inside small channels parallel to the cylinder axis 
to minimize "fin" effects. The azimuthal temperature varia
tion of the cylinders was found to be small (of the order 1°C) 
because of the high thermal conductivity of the brass tubes. 
In addition, this variation did not affect the accuracy of the 
measurements of the local heat transfer rate at the cylinder 
surface since holographic interferometry was utilized to cal
culate these gradients on the air side. Steady state was obtained 
about 4 h after the power to the heaters was turned on. The 

Journal of Heat Transfer AUGUST 1992, Vol. 114/777 

Copyright © 1992 by ASME
Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Schematic of the system of interest 

cooling of the system (necessary for steady state to be reached) 
was provided by the natural convection interaction between 
the enclosure and the room air. No additional cooling was 
provided. All measurements and observations reported in this 
study were obtained at steady-state conditions. 

The holographic interferometry setup used in this study is 
standard (Vest, 1979) and will not be described in detail. Briefly, 
a HeNe laser beam is split into an object beam and a reference 
beam. The object beam is expanded and passed through the 
test section before it strikes the holographic film. The reference 
beam is expanded and meets the object beam at the holographic 
film. 

To be able to measure temperatures with holographic in
terferometry, reference temperatures are needed. To this end, 
six temperature measurements of each cylinder wall surface 
were taken with the help of thermocouples. With the wall 
temperature known, it can be shown (Zhao, 1988) that the 
temperature field in the enclosure and the temperature gra
dients at the wall of the cylinder are given by the following 
expressions: 

1 

A£„ 

-* w + k 

dt 

1 
A£„,+ 1 L(nx-\)T„ 

1 
1 +_ ANk\0 

Tw L(na>-l)Toa 

d£ 
1 

A£„,+ 1 L(na,-l)Tx 

(1) 

(2) 

(3) 

The index of refraction at the temperature of the environment 
(«<*>) can be found from Vest (1979). The temperature of the 
first fringe away from the wall can now be calculated directly 
from Eq. (1). Equation (2) yields the temperature of all fringes 
for k> 1. The wall temperature gradient is obtained from Eq. 
(3). Note that as Gr increases the thermal boundary layer is 
expected to become sharper, bringing up the issue of fringe 
definition in the holograms to allow for accurate fringe inter
pretation. Indeed, in all cases reported in this paper, the tem
perature gradients were evaluated from clear holograms with 
sharply defined fringes. In addition, as mentioned earlier, 
Schlieren interferometry was used to check the findings for 
Nu, and it yielded identical results. We did not encounter 
particular difficulties in fringe interpretation for the values of 
Gr used in this study. 

It is worth noting that in Eq. (1) the ratio A ^ / A ^ + j is 

measured from the holographic interferograms and has a mag
nitude 0 (1). In addition, if a consistent error occurs in the 
measurements of A£„, and A£w+ | , the effect of this error is 
"reduced" in the ratio A ^ / A ^ + i . On the other hand, A£„,+ 1 

is a small number and it appears alone in the denominator of 
Eq. (3) for the wall temperature gradient measurement. Ex
perimental errors in the measurement of A£„+1 may affect the 
result for (dT/d%)„ in a manner that may not be negligible. 
Based on the above, while we deem Eqs. (1) and (2) reliable 
in obtaining temperature measurements, we feel that the ac
curacy of Eq. (3) for the wall temperature gradients needs to 
be checked. To circumvent this difficulty, Schlieren interfer
ometry was used to double check the temperature gradients at 
the wall. The optical setup for the Schlieren is standard (Merz-
kirch, 1987) and will not be described here, for brevity. In all 
cases reported in this study the difference between the values 
obtained with holographic interferometry and the values ob
tained with Schlieren interferometry was less than 5 percent. 
To establish the accuracy of the temperature measurements 
we obtained the temperature of the right cylinder by using Eqs. 
(1) and (2), starting from the center cylinder, and calculating 
the temperatures of all fringes until we reached the surface of 
the right cylinder. We also measured the surface of the right 
cylinder with the help of thermocouples. The difference be
tween the two measurements was indeed negligible. For ex
ample, for Gr=1 .995x 106, Eq. (2) yielded a surface 
temperature of 30.2°C while the thermocouples measured 
30.5°C. The relative error was less than 1 percent. Note that 
the room temperature (7,„ = 24C'C) was not used as the refer
ence temperature for the data reduction. 

3 Results and Discussion 
The results on the local convective heat transfer from the 

cylinders are reported with the help of the local Nusselt num
ber, defined as 

_D fdT\ 
Nu = — = - -

K 1 w 1 a 

(4) 

In the above equation T„ is the ambient temperature outside 
the enclosure, T„ the wall temperature, and (8T/d^)„ the wall 
temperature gradient. Equation (3) can be used to obtain the 
wall temperature gradient from the holographic interfero
grams. It is worth clarifying that the conduction heat loss from 
the cylinders to the underlying plexiglass wall is indeed small 
since the contact area is practically zero (a straight line). In 
addition, this loss does not affect any of the results since the 
convective heat transfer coefficient (Nusselt number) is ob
tained utilizing holographic interferometry and not by sub
tracting the heat loss from the total heat input to the cylinder. 

Figure 2(a) reports the dependence of the local Nusselt 
number of the central and the right cylinders for Gr = 1.33 x 106 

and Gr = 4 x 106, respectively. The properties of the air used 
in the evaluation of both the Grashof and the Nusselt number 
throughout this study were taken at room temperature. In both 
cases (but more so for Gr = 4 x 106), the values of Nu for the 
right cylinder are higher than the values of Nu for the central 
cylinder indicating better heat transfer. The dependence of Nu 
on 8 is nonmonotonic, featuring a maximum for both the 
central and the right cylinder (Fig. 2a). Increasing Gr increases 
Nu for both the central and the right cylinders. 

A convection-based average Nusselt number for the central 
cylinder is defined as follows: 

— hD 
Nu = — 

k 
(5) 

The dependence of Nu on Gr is shown in Fig. 2(b). The points 
indicate the experimental data and the solid line the equation 

Nu = 0.240 Gr' (6) 
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Fig. 2 (a) Local Nusselt number of the center and right cylinders for 
representative values of Gr; (b) dependence of the average Nusselt num
ber of the central cylinder on Gr 

by which these data were correlated. The error bars represent 
the overall error associated with evaluation of Nu. This error 
is approximately no more than 15 percent of the reported values 
of Nu. Clearly, Nu increases monotonically with Gr. The 
dashed line represents the correlation of the numerical inves
tigation by Qureshi and Ahmad (1987) for natural convection 
from a single cylinder in an infinite space. Figure 2(b) clearly 
indicates that placing the cylinders in a tray drastically reduces 
the convective heat transfer rate. In addition, at the suggestion 
of an anonymous reviewer of this paper, we attempted to 
compare Eq. (6) to an approximate correlation for Nu for 
natural convection from a single cylinder inside a finite en
closure published in Warrington et al. (1988). These authors 
recommend that their correlation should be used to estimate 
the effect of the enclosure on the natural convection heat 
transfer only if it yields values of Nu lower than an upper 
bound corresponding to natural convection from a cylinder in 
an infinite medium. For the parametric domain of our study 
the correlation of Warrington et al. (1988) yielded values of 
Nu slightly higher (by about 5 percent) than those of Qureshi 

and Ahmad (1987), indicating that our parametric domain is 
outside its range of applicability. 

Radiation Heat Transfer. An evaluation of the contribu
tion of the radiative heat transfer mechanism to the heat re
moval from the cylinders simulating the power cables is 
necessary to put into proper perspective the convective heat 
transfer results reported earlier. The emissivity of the cylinders 
was ex = «2 = e4 = 0.92 and of the enclosure (tray) walls e3 = 0.84. 
A simple "network" model was employed to estimate the 
radiation heat transfer (Siegel and Howell, 1981). The subscript 
1 was used to denote the central cylinder, subscript 2 to denote 
the right cylinder, subscript 3 to denote enclosure walls, and 
subscript 4 to denote the left cylinder (Fig. 1). Note that the 
temperatures and properties of the right and left cylinders 
(surfaces 2 and 4) are identical. Each surface was assumed to 
be at a constant (average) temperature for simplicity. This 
approximation does not have a serious effect on the accuracy 
of the results. Even in the case of the container (surface 3) the 
average temperature of its bottom wall was measured to be 
not higher than about 5°C compared to the temperature of 
the side and the top walls. The average surface temperatures 
are obtained with thermocouple measurements and the view 
factors from Siegel and Howell (1981). No details of the model 
are shown here, for brevity. 

The ratio of radiative heat transfer to the total heat transfer 
(denoted by B) from the central cylinder is shown in Fig. 3(a) 
as a function of the Grashof number. This ratio does not vary 
monotonically with Gr. Instead, at small values of Gr it de
creases as Gr increases, then it reaches a minimum value, and 
thereafter it increases with Gr. The abovedescribed behavior 
indicates that natural convection is not very effective at small 
values of Gr. 

The impact of the cylinder spacing, s, on the ratio of the 
radiation heat transfer to the total heat transfer, B, for the 
central cylinder and for the right cylinder is shown in Fig. 3(b). 
As 5 increases, B decreases monotonically for the central cyl
inder, indicating that the role of convection is enhanced and 
the role of radiation is reduced as the spacing between cylinders 
increases. The same is true for the side cylinder as well, except 
for the very large values of the spacing (s= 130 mm) where B 
increases with s. The reason for this fact is that for large values 
of i1 the right cylinder is placed very close to the side wall of 
the cavity, thus restricting the buoyancy-driven flow. 

Estimation of the Power Cable Capacity Decreasing Fac
tor. Since this study aims at modeling heat transfer from 
power cables in trays, it is important to provide estimates of 
the effect of the heating of the cables on the current intensity 
capacity of the cables. Such estimates are necessary for the 
correct spacing of the cables. To this end, the capacity de
creasing factor (rj) is defined as the ratio of the electric current 
intensity that yields the maximum allowable temperature at 
the surface of the center cylinder (cable) of the present study, 
divided by the electric current intensity that yields the maxi
mum allowable surface temperature of this cylinder (cable) 
when it is suspended alone in an infinite air space. For the 
present numerical example a ZQ type cable will be used. This 
cable is described in Table 1, which is constructed out of data 
contained in the Handbook of Electrical Wires and Power 
Cables published by the Department of Industry of PRC (1978). 
It can be rather easily shown (Zhao, 1988) that 

•q< 
Qc + qr 

<7c,<» + qr 

1 

N _ U o o 

Nu 
1 

NUso 

" Nu 

(7) 

Based on the data of Table 1, the maximum allowable heat 
generation for a single cable is 6.03 W/m. The resulting Grashof 
number is Gr ~ 1.08 x 106. Utilizing the correlation of Qureshi 
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B ( % ) 

Table 1 Description of a single ZQ type power cable in air 

GrXlO 
( a ) 

/u -

6 0 -

B ( % ) 50 -

4 0 -

3 0 -

6 
Gr=1.93X106 

T„ = 23.7 °C 

PI Central cylinder 

Right cylinder • ^ 

A 

60 80 100 

S (mm) 

120 140 

( o ) 

Fig. 3 (a) Dependence of the parameter B on Gr; (ft) dependence of 
parameter B on the cylinder spacing 

and Ahmad (1987) for the average Nusselt number from a 
single cylinder in an infinite air space, we obtain Nu„ = 8.547. 
On the other hand, the central cylinder in the present exper
iments reached a surface temperature of 54 °C (equal to the 
maximum allowable temperature) for Gr = 7 x l 0 6 . For this 
value of Gr, Eq. (6) yields Nu = 3.32, and from Fig. 3(a), 
5 = 0.48. With the above quantities known, criterion (7) results 
in the estimate T / < 0 . 7 4 . Therefore, the current carrying ca
pacity of the center cylinder in the enclosed tray is at least 26 
percent less than the current carrying capacity of a single cyl
inder suspended in air, a result that underlines the great im
portance of the proper heat removal from large power cables 
placed in trays and the necessity for a thorough heat transfer 
analysis and design before these cables are positioned in the 
trays. 

4 Conclusions 

In this paper, an experimental study was reported on the 
problem of heat transfer from three electrically heated cylin
ders, resting at the bottom of a rectangular enclosure. The 
experiment aimed at indirectly simulating heat transfer from 
large power cables placed inside trays. The main findings of 
the study are as follows: 

Cable outer diameter 
Conductor material 
Capacity for Cu 
Capacity for Al 
Maximum allowable outer surface 

temperature 
Maximum allowable heat generation 

for the surface temperature not to 
exceed 54°C 

Resistance 

50 mm 
Cu or Al 

•380 A 
295 A 

54°C 

6.30 W/m 
4.177x10" Ohm/m 

8 The effect of interaction between the cylinders as well as 
between the cylinders and the enclosure was significant. To 
this end, utilizing single cylinder correlations to estimate the 
heat transfer rate from the cylinders (local as well as total) is 
not recommended. An engineering correlation (Eq. (6)) for the 
dependence of Nu on Gr obtained in this study yields values 
of Nu markedly lower than those for a single cylinder in an 
infinite space (Qureshi and Ahmad, 1987). 

8 Thermal radiation was a significant contributor to the total 
heat removal from the cylinders, more so for small spacings. 
A "critical" value of Gr existed for which the contribution of 
thermal radiation to the total heat transfer from the central 
cylinder reached a minimum. 

8 It was estimated that the ineffective cooling because of 
cable-to-cable and cable-to-tray thermal interaction seriously 
affects the current carrying capacity of power cables and needs 
to be taken into account seriously before the cables are placed 
into the tray. 
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Effect of Index of Refraction on Radiation 
Characteristics in a Heated Absorbing, Emitting, and 
Scattering Layer 

R. Siegel1 and C. M. Spuckler2 

Nomenclature 
a = absorption coefficient of layer, m _ 1 

D = thickness of plane layer, m 
Elt E2, £3 = exponential integral functions, 

E,„(x)= \ ti"^2exp(-x/jx,)dfi 
•'o 

n = index of refraction 
q = heat flux, W/m2 

T = absolute temperature, K 
Ts\, Ts2 = temperatures of surrounding radiating re

gions, K 
x = coordinate normal to boundary of plane 

layer, m; X=x/D 
K = optical depth, (a + as)x; KD, optical thickness, 

(a + as)D 
a = Stefan-Boltzmann constant, W/m2-K4 

<Tj = scattering coefficient of layer, m _ 1 

p' = reflectivity of interface for internally incident 
radiation 

T° = transmissivity of surface for externally inci
dent radiation 

3> = dimensionless temperature distribution 
ty = dimensionless radiative heat flux 

Subscripts 
/, o = incoming and outgoing radiation 

r = radiative quantity 
1,2 = the hotter and cooler surroundings of the 

layer 

Introduction 
The index of refraction can considerably influence the tem

perature distribution and radiative heat flow in semitranspar-
ent materials such as some ceramics. For external radiant 
heating, the refractive index influences the amount of energy 
transmitted into the interior of the material. Emission within 
a material depends on the square of its refractive index, and 
hence this emission can be many times that for a blackbody 
radiating into a vacuum. Since radiation exiting through an 
interface into a vacuum cannot exceed that of a blackbody, 
there is extensive reflection at the internal surface of an in
terface, mostly by total internal reflection. This redistributes 
energy within the layer and tends to make its temperature 
distribution more uniform. 

The purpose of the present analysis is to show that, for 
radiative equilibrium in a gray layer with diffuse interfaces, 
the temperature distribution and radiative heat flux for any 
index of refraction can be obtained very simply from the results 
for an index of refraction of unity. For the situation studied 

'Research Scientist, Lewis Research Academy, NASA Lewis Research Center, 
Cleveland, OH 44135; Fellow ASME. 

2Research Scientist, Heat Transfer Branch, NASA Lewis Research Center, 
Cleveland, OH 44135; Assoc. Mem. ASME. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
August 1991; revision received January 1992. Keywords: Radiation. 

here, the layer is subjected to external radiative heating incident 
on each of its surfaces. The material emits, absorbs, and iso-
tropically scatters radiation. For simplicity the index of re
fraction is unity in the medium surrounding the layer. 

The surfaces of the layer are assumed diffuse. This is prob
ably a reasonable approximation for a ceramic layer that has 
not been polished. When transmitted radiation or radiation 
emitted from the interior reaches the inner surface of an in
terface, the radiation is diffused and some of it thereby placed 
into angular directions for which there is total internal reflec
tion. This provides a trapping effect for retaining energy within 
the layer and tends to equalize its temperature distribution. 

An analysis of temperature distributions in absorbing-emit
ting layers, including index of refraction effects, was developed 
by Gardon (1958) to predict cooling and heat treating of glass 
plates. The interfaces were optically smooth; the resulting spec
ular reflections were computed from the Fresnel reflection 
laws. This provides a somewhat different behavior than for 
diffuse interfaces. A similar application was for heating that 
occurs in a window of a re-entry vehicle (Fowle et al., 1969). 
A number of recent papers (Rokhsaz and Dougherty, 1989; 
Ping and Lallemand, 1989; Crosbie and Shieh, 1990) further 
examined the effects of Fresnel boundary reflections and non-
unity refractive index. Other examples of analyses of both 
steady and transient heat transfer to single or multiple plane 
layers (Amlin and Korpela, 1979; Tarshis et al., 1969) have 
used diffuse assumptions at the interfaces as in the present 
study. 

Analysis 

A plane layer of ceramic material has thickness D as shown 
in Fig. 1. It absorbs, emits, and isotropically scatters radiation. 
The limiting case is considered here where the layer temperature 
distribution is dominated by radiation so heat conduction is 
neglected. The material has a constant index of refraction; it 
is the effect of the index of refraction that is investigated here. 
Because of the large amount of scattering in many ceramic 
materials, the interfaces between the ceramic and the sur
rounding air or vacuum are assumed to be diffuse. The re
fractive index of the surroundings is unity. As shown in Fig. 
1, the layer is subjected to radiation from the surroundings at 
Tsl and Ts2 on the two sides x=0 and x = D. It is assumed that 
the surroundings act as black environments so the incident 
energies on the two sides are qri(0) = oTsi and qr2{D) = oT*2-
Inside the layer there are outgoing and incoming fluxes, q0 

and qh at each interior surface, as shown on the figure. Since 
scattering is included, the local optical depth is related to the 
x coordinate by /c= (a + as)x. 

The temperature distribution inside the layer is governed by 
the integral equation given by Siegel and Howell (1981), mod
ified with the index of refraction factor as 

n , a , <7S 

'V 
Fig. 1 Layer geometry, coordinate system, and nomenclature of heat 
fluxes at boundaries 
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n2o74(K) = - [qo(0)E2(K)+qo(KD)E2(KD-K)] n2"* 

z j 0 

)El(\K-K*\)dK* (1) 

The radiative flux, which is a constant through the layer for 
the present conditions of radiative equilibrium, can be found 
from the temperature distribution as (Siegel and Howell, 1981), 

qr = qo(0)-2qo(KD)E3(KD)-2n2\ oT4(K)E2(K)dK (2) 

The following dimensionless groups are now defined 

*(K) = 
n2oT4(K)-q0(KD) 

<?o(0) - q0(KD) 

Qr 

(3a) 

(3b) 
Qo(0) - q0(KD) 

Equations (1) and (2) then become (note that X=X/D = K/KD) 

<i>(X) = ^E2(KDX)+^KD [ $(X* )El(KD\X-X*i)dX* (4) 

* = 1 - 2 K D i(X)E2(KoX)dX 
Jo 

(5) 

In Eqs. (4) and (5) * and ^ are not functions of n. Hence 
to obtain * and ^ for all n> l it is necessary to solve Eq. (4) 
only once for each KD and use each result to evaluate Eq. (5). 
For the special case when the index of refraction of the layer 
is 1, there are no reflections at the interfaces so that qo(0) = oT4

s\, 
q0(KD) = oT4

2, and the dimensionless groups become 

$(«) = 
T4(K)-T4

S2_ 

si — J s2 

* = oTsl Olsl 

(6a) 

(6b) 

For n > 1, however, the * and ̂  in Eq. (3) contain the outgoing 
boundary fluxes qo(0) and q0(icD) that are unknown, so the 
solution has not yet provided T(K) and qr for the cases when 
n > 1. In order to find these quantities the qo(0) and q0(KD) 
must be obtained in terms of known quantities. This is ac
complished by looking at the boundary conditions in detail. 

At the diffuse interfaces the internal fluxes are related to 
the transmission of external flux and the reflection of internal 
flux by 

q0(Q) = aTtlT° + q,(Q)pi (7fl) 

q0(KD) = oTi2T° + qi(KD)pi (lb) 

At the inside surfaces of the two boundaries there are the 
following relations between the radiative flux and the outgoing 
and incoming fluxes: 

qr(0) = qo(0)-qi(0) (8a) 

Qr(«D) = - do(KD) + <3i(KD) (8*) 
Equations (la) and (8a) are combined to eliminate q,(0) and 
similarly for Eqs. (lb) and (Sb) to eliminate <?;(«£>). This yields 

1 
Qo(0)--

l-p-

1 

(T°OT4
S1- QrP') 

1O(«D) = -. ;• (r°oTs2 + qrp') 

(9a) 

(9b) 

These relations are substituted into Eq. (3b) to eliminate the 
q0's. This yields the radiative flux for any index of refraction 
in terms of the value of ̂ . Use is also made of the relation at 
an interface (Richmond, 1963) that T° = (l-p)n2. The result 
for qrfor any n is, 

o(Tt\- T4
s2)' 1 + V 

(10) 

l 
! * 

Following the same procedure, the temperature distribution is 
found by starting with Eq. (3a), using Eq. (9) to eliminate the 
c70's and then using Eq. (10) to eliminate qr. This yields the 
T(X) for any n as 

T4(X)-T4. 

T4 <7->4 

*w 
1 + 

+ , : 

V 

> 

V 
.* 

* 

(11) 

1 

To use these relations values of p' are needed for various 
refractive indexes. The externally incident radiation is diffuse. 
Although the interfaces are probably not optically smooth, it 
is assumed that each bit of roughness acts as a smooth facet 
so that the reflectivity can be obtained from the usually used 
interface relations for a nonabsorbing dielectric medium. Then 
by integrating the reflected energy over all incident directions 
the relation for p'(ri) is (Richmond, 1963), 

/>'(«) = 1 
1 1 (3« + l ) ( » - l ) n' 

2~ 6(n + l)2 

2n3(n2 + 2n-l) 

(n2+l)(n4-

(n2-i)2 

(n2+\f In 

8n 4 (« 4 +l) 

1) (n2 + l)(n* - l)' 

n-\ 
« + l 

ln(«) (12) 

As discussed by Cox (1965), in the fairly transparent spectral 
regions of ceramic materials, the extinction coefficient in the 
complex index of refraction is usually not large enough to 
affect the surface reflectivity significantly, so Eq. (12) for 
nonattenuating dielectrics gives good results. The extinction 

1 
X 
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| 1.0 

Table 1 Dimensionless temperature distribution, 

0.1 

.5710 

.5619 

.5541 

.5397 

.5262 

.5130 

.5000 

.4870 

.4738 

.4603 

.4459 

.4382 

.4290 

Optical Thickness, KD 

0.3 

.6419 

.6229 

.6072 

.5786 

.5517 

.5257 

.5000 

.4743 

.4483 

.4214 

.3928 

.3771 

.3581 

1.0 

.7582 

.7230 

.6946 

.6429 

.5942 

.5468 

.5000 

.4532 

.4058 

.3571 

.3054 

.2770 

.2419 

3.0 

.8693 

.8211 

.7819 

.7088 

.6384 

.5690 

.5000 

.4310 

.3616 

.2912 

.2181 

.1789 

.1307 

10 

.9495 

.8966 

.8511 
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.5000 

.4125 

.3249 
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30 
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* 
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.3004 
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Table 2 Dimensionless heat tiux, * 
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Fig. 2 Effect of index of refraction on dimensionless temperature dis
tributions for various optical thicknesses: (a) index of refraction, n = 1; 
(b) index of refraction, n = 2; (c) index of refraction, n = 4 

20 30 40 50 60 70 80 90 

Optical thickness, KD = (a + cs)D 

100 

Fig. 3 Effect of index of refraction on radiative heat flux through the 
layer as a function of optical thickness 

effect can be important in highly absorbing wavelength bands. 
General property relations as given by Hering and Smith (1968) 
would then be required to estimate average surface properties 
for use in the present gray analysis. 

Equations (10)-(12) provide the means for obtaining the 
temperature distributions and radiative heat fluxes for a layer 
with n> 1 from the results for n = 1. The solutions of Eqs. (4) 
and (5) for $ and ^ were obtained in another context by Heaslet 
and Warming (1965). In connection with some of our work 
(Siegel, 1987), a computer program was available; solutions 
were obtained from that program to have results in a conven
ient tabular form for the desired optical thicknesses. As dis
cussed in that work the program uses a Gaussian integration 
subroutine, and 80 grid points were used across the layer. Cubic 
spline interpolation is used to obtain the irregularly spaced 
integration points for the Gaussian routine. To deal with the 
singularity E'^--co, the integral in Eq. (4) was evaluated 
analytically for X* very close to Xby assuming $ (X*) = $ (X) 
so that $(X) could be taken out of the integral for very small 
\X—X* I (see Siegel, 1987). The results were in agreement with 
those of Heaslet and Warming (1965). 

Results and Discussion 
The $ and ¥ were evaluated from Eqs. (4) and (5). The 

results are in excellent agreement with the plotted values of 
Heaslet and Warming (1965) and are given for convenience in 
Tables 1 and 2 for 0.1 <KD< 100. Equations (10) and (11) were 
then used to obtain dimensionless radiative heat fluxes and 
temperatures for n > 1. The required p' were obtained from 
Eq. (12). 

Figure 2 shows the dimensionless temperature distributions 
for n = 1,2, and 4. For small optical thickness the dimensionless 
distribution approaches 0.5, and as KD— OO the profile becomes 
linear extending from 1.0 to 0. The effect of increasing n is 
to decrease the range of the temperature distributions, and for 
a fixed KD they move closer to 0.5 as n is made larger. The 
dimensionless profiles are all rather linear. The fact that the 
profiles become more uniform with increasing n is the result 
of increasing internal reflections within the absorbing and scat
tering layer and decreasing transmission into the layer. Since 
each element in the layer is in radiative equilibrium all locally 
absorbed radiation must be reemitted. Since scattering is as
sumed isotropic, local scattering is added to the local emission. 
The large amount of internal reflection tends to equalize the 
energy throughout the layer and flatten the temperature dis
tributions. The effect of n is calculated very easily from the 
simple relation given by Eq. (11), where p' is a function of n. 

The effect of n and KD on the dimensionless radiative heat 
flux through the layer is in Fig. 3. The heat flux decreases as 
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the optical thickness increases, and the effect of n is quite 
pronounced in altering the heat flux. The curve becomes very 
flat for n = 4. This is because interface reflections and increased 
internal emission (as a result of the n2 factor) have become 
quite strong in regulating the heat transfer. The effect of optical 
thickness is thereby suppressed. At large optical thicknesses 
this increases the radiative flux as compared with the results 
for n= 1. As the layer becomes transparent KD—0, ¥—1 and 
the dimensionless flux from Eq. (10) approaches n2(l-p')/ 

( 1 + P O . 
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hsf = 
H = 
k = 

Nu = 
Pr = 
<?' = 
Ra = 
Ra, = 

s = 
Ste = 
T„ = 
T,„ = 
AT = 

z = 
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5 = 
V — 

()c = 

latent heat of melting 
height 
liquid thermal conductivity 
Nusselt number = q'(kAT) 
Prandtl number = v/a 
overall heat transfer rate, W/m 
Rayleigh number =g@ATH3/(au) 
Rayleigh number = g(3ATzi/(av) 
thickness of conduction zone 
Stefan number =cPAT/hsj 
temperature of isothermally heated wall 
melting point 
temperature difference = Th - T,„ 
height of convection zone 
liquid thermal diffusivity 
liquid coefficient of volumetric thermal expansion 
thermal boundary layer thickness 
kinematic viscosity 
critical 

Objective 
In a recent paper, Gobin and Benard (1990) considered the 

task of correlating the heat transfer data for melting in the 
presence of natural convection when the Pr value of the liquid 
phase is considerably smaller than 1. Earlier correlations were 
reported by Webb and Viskanta (1986), and Beckermann and 
Viskanta (1989). Additional low-Pr studies were conducted by 
Webb and Viskanta (1985), Gau and Viskanta (1986), Wolff 
and Viskanta (1987), and Beckermann (1989). To correlate the 
low-Pr data is an important and timely task, especially in view 
of the voluminous work that has been dedicated to situations 
in which Pr is greater than 1. 

For the convection-dominated regime known also as quasi-
stationary melting, Gobin and Benard (1990) correlated their 
low-Pr numerical data with the formula: 

Nu = 0.29Ra°-27Pr018 (1) 

They noted that this correlation does not agree with the 
Nu~(RaPr) I / 4 trend that might be expected from the single-
phase natural convection scales for low Prandtl numbers (Be
jan, 1984). They concluded that: 

1 The relevance of the group (RaPr) is not verified by their 
numerical results for convection-dominated melting, and 

2 Further work is required to determine the scaling laws 
that govern the transition from the initial (conduction) regime 
to the final (convection) regime of the process of melting by 
side heating. 

These two conclusions defined the work presented in this 
note. In it we report the correct scales of natural convection 
melting when the Prandtl number is small. We then construct 
a scaling-correct heat transfer correlation that spans the entire 
range of Prandtl numbers. 

Scale Analysis 
The scales of the natural convection melting process can be 

determined by extending Jany and Bejan's (1988) high-Pr the
ory to the range of low Prandtl numbers represented by liquid 
metals. The theory is based on the geometric fact that during 
the transition from conduction to convection-dominated melt
ing the melt region contains two distinct zones. As shown in 
Fig. 1, the upper zone of height z is ruled by convection (namely, 
distinct boundary layers, <5), while the lower zone of uniform 
thickness 5 and height (H—z) is governed by horizontal con
duction. It is assumed that the flow is laminar, and that 
S t e « l . 

The conduction thickness is well known, 

s~JrY(SteFo)1/2 (2) 
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the optical thickness increases, and the effect of n is quite 
pronounced in altering the heat flux. The curve becomes very 
flat for n = 4. This is because interface reflections and increased 
internal emission (as a result of the n2 factor) have become 
quite strong in regulating the heat transfer. The effect of optical 
thickness is thereby suppressed. At large optical thicknesses 
this increases the radiative flux as compared with the results 
for n= 1. As the layer becomes transparent KD—0, ¥—1 and 
the dimensionless flux from Eq. (10) approaches n2(l-p')/ 

( 1 + P O . 
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Objective 
In a recent paper, Gobin and Benard (1990) considered the 

task of correlating the heat transfer data for melting in the 
presence of natural convection when the Pr value of the liquid 
phase is considerably smaller than 1. Earlier correlations were 
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Viskanta (1989). Additional low-Pr studies were conducted by 
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low-Pr data is an important and timely task, especially in view 
of the voluminous work that has been dedicated to situations 
in which Pr is greater than 1. 

For the convection-dominated regime known also as quasi-
stationary melting, Gobin and Benard (1990) correlated their 
low-Pr numerical data with the formula: 

Nu = 0.29Ra°-27Pr018 (1) 

They noted that this correlation does not agree with the 
Nu~(RaPr) I / 4 trend that might be expected from the single-
phase natural convection scales for low Prandtl numbers (Be
jan, 1984). They concluded that: 

1 The relevance of the group (RaPr) is not verified by their 
numerical results for convection-dominated melting, and 

2 Further work is required to determine the scaling laws 
that govern the transition from the initial (conduction) regime 
to the final (convection) regime of the process of melting by 
side heating. 

These two conclusions defined the work presented in this 
note. In it we report the correct scales of natural convection 
melting when the Prandtl number is small. We then construct 
a scaling-correct heat transfer correlation that spans the entire 
range of Prandtl numbers. 

Scale Analysis 
The scales of the natural convection melting process can be 

determined by extending Jany and Bejan's (1988) high-Pr the
ory to the range of low Prandtl numbers represented by liquid 
metals. The theory is based on the geometric fact that during 
the transition from conduction to convection-dominated melt
ing the melt region contains two distinct zones. As shown in 
Fig. 1, the upper zone of height z is ruled by convection (namely, 
distinct boundary layers, <5), while the lower zone of uniform 
thickness 5 and height (H—z) is governed by horizontal con
duction. It is assumed that the flow is laminar, and that 
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The conduction thickness is well known, 

s~JrY(SteFo)1/2 (2) 
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-Liquid 

Th 

Fig. 1 Two-zone model for the transition from the conduction regime 
to the convection regime in melting due to heating from the side 

where (SteFo) is the dimensionless time defined in the No
menclature. In the case of low-Pr liquids, the outer boundary 
layer thickness <5 is the thermal thickness (e.g., Bejan, 1984) 

(3) 
,3 / 

6~z(Ra;rPr) 

where Raz = gfiATz'/iav), and AT= Th - T,„. Expressed in terms 
of the Rayleigh number based on the height H, Ra = g(3ATH3/ 
(civ), the 5 scale reads 

5~Z
1 / 4f /3 / 4(RaPrr1 / 4 (4) 

The upper and lower zones meet at the depth z where 

b~s (5) 

Combined with Eqs. (2) and (4), this last relation pinpoints 
the size (depth) of the convection-dominated zone, 

?~Jf7RaPr(SteFo)2 (6) 

We define the overall Nusselt number in the same way as 
Gobin and Benard (1990), Nu = q'/(kAT), and note the ad-
ditivity (through a constant C\ of order 1) of the heat transfer 
contributions made by the two zones of the melt region 

AT AT 
q' ~k(H-z) — + fe — 

s 8 

Nu = -^— ~ (SteFo)" m + QRa Pr(SteFo)3/2 

(7) 

(8) 

The first term on the right side represents the contribution due 
to pure conduction, while the second term accounts for the 
incipient convection effect. The validity of Eq. (8) expires at 
that time when z is as large as H; by setting z~H in Eq. (6) 
we conclude that the critical time of transition to convection 
over the entire height H is 

(SteFo) c~(RaPrr1 / 2 (9) 

The overall heat transfer rate in the postcritical convection 
regimes SteFo > (SteFo)c is obtained by replacing z with H in 
Eq. (7) 

Nu~(RaPr)1 / 4 , P r < l (10) 

In summary, the scale analysis of melting with natural con
vection in low-Pr liquids yields not only the time-dependent 
heat transfer scale [Eqs. (8) and (10)] but also the critical time 

of transition to the convection-dominated (quasi-steady) re
gime, Eq. (9). 

Correlation for Convection-Dominated Melting and Arbitrary 
Prandtl Number 

It is known that the corresponding Nu scale for convection-
dominated melting when P r > l is Nu~Ra 1 / 4 . As in the pre
ceding section, it is assumed that S t e « 1, i.e., that the con
vection-dominated melting regime is quasi-steady. Jany and 
Bejan (1988) developed the following correlation for the con
vection-dominated regime: 

Nu==0.35Ra1/4, P r > l (11) 

There is no controversy about convection-dominated melting 
when Pr > 1. This is why as Pr > 1 asymptote for our correlation 
[Eq. (12)] we adopted Eq. (11), which agrees within percentage 
points with P r> 1 correlations proposed by others. These sim
ilarities, i.e., the reliability of Eq. (11), are amply documented 
by Jany and Bejan (1988). 

A scaling-correct correlation that covers the entire Pr range 
must have Eqs. (10) and (11) as asymptotes. Our choice is 

Nu = 
0.35 Ra1 

1 + (B/Prf 
775 (12) 

because Churchill and Chu (1975) showed that the expression 
in the denominator captures very well the Pr dependence in 
boundary-layer natural convection over a vertical surface. We 
determined the empirical constant B by fitting Eq. (12) to a 
total of 17 experimental data: the nine Nu data reported graph
ically by Gobin and Benard (1990, Fig. 7), three additional Nu 
data from Webb and Viskanta (1986, Fig. 10), and five Nu 
data from Beckermann and Viskanta (1989, Fig. 5). Our graphic 
deduction (measurement) of those data is reported in Table 1, 
along with the numbering scheme (1, ..., 17) employed in Fig. 
2. The best fit is obtained by setting 

5 = 0.143 (13) 

when the standard deviation is 3.5 percent. 
Figure 2 shows that the agreement between Eq. (12) and the 

data of Table 1 is excellent. In fact, the standard deviation 
turned out comparable with the error that we would have 
assigned to our graphic procedure of reading the Nu data off 
Gobin and Benard's, Webb and Viskanta's, and Beckermann 
and Viskanta's figures. It is also comparable with the 2-percent 
error within which Gobin and Benard's correlation (1) repro
duces their numerical data. Figure 2 further shows that the 
Gobin-Benard, Webb-Viskanta, and Beckermann-Viskanta 
data sets are fitted equally well by the present correlation. 

The scaling-correct correlation (12) agrees also with the cor
relation reported for gallium by Webb and Viskanta (1986) 

Nu = 0.157 Rau Pr = 0.021 (14) 

and the correlation developed by Beckermann and Viskanta 
(1989), 

Nu = 0.5 (RaPr)1/4, Pr = 0.011-0.021 (15) 

The agreement between the correlation (12) and Eqs. (14) and 
(15) occurs in the limited Pr range in which Eqs. (14) and (15) 
are valid. Note that Eq. (14) does not account for the Pr effect, 
and that in the Pr—0 limit Eq. (15) underestimates by 12 
percent the Nu values recommended by the general correlation 
(12). 

The older correlations, Eqs. (1), (14), and (15), illustrate the 
difficulty that was encountered in correlating the low-Pr Nus
selt number data. The difficulty stemmed from the fact that 
the Pr range in which data were available (Pr = 0.01-1) is sit
uated at the intersection (at the "knee") between the asymp
totes P r > l and P r < l . The new correlation (12) covers the 
entire range of Prandtl numbers. 
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Table 1 Overall Nu data for convection-dominated melting: Points 1 -
9 are deduced from Fig. 7 of Gobin and Benard (1990), points 10-12 from 
Fig. 10 of Webb and Viskanta (1986), and points 13-17 from Fig. 5 of 
Beckermann and Viskanta (1989) 

Point 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

o 

i ' 
W 

0.3 

Pr Ra 

0.01 

0.0184 

0.04 

0.1 

0.02 

0.02 

0.02 

0.02 

0.02 

0.021 

0.021 

0.021 

0.0208 

0.0208 

0.0208 

0.0208 

0.0208 

105 

105 

105 

105 

2 x 104 

9x 104 

2 x 105 

6.24 x 105 

9 x 105 

2.2 x 104 

2.2 x 105 

2.2 x 106 

3.28 x 105 

3.28 x 105 

3.28 x 105 

1.67 x 105 

4.88 x 105 

Nu 

2.77 

3.16 

3.78 

4.20 

2.17 

3.20 

4.12 

5.29 

6.04 

2.26 

3.91 

7.33 

4.43 

4.53 

4.63 

4.28 

4.99 

-a a 3Bo H» B ° 

(S teFo) c 

(RaPr) ' 

RaPr 
Fig. 3 The time (SteFo),, for the conduction-convection transition de
duced from Gobin and Benard's (1990) data (white squares), and Webb 
and Viskanta's (1986) data (black squares), showing the correctness of 
the scaling law (9) 

graphically, by intersecting the horizontal Nu asymptotes (con
vection) with the solid Ra = 0 curve (pure conduction). Our 
Fig. 3 shows that the critical time (SteFo)c varies as RaPr raised 
to the power - 1 / 2 , i.e., in accordance with the scaling law 
(9). Furthermore, Fig. 3 confirms that the numerical coefficient 
in the proportionality (SteFo)c 

order 1. 

Conclusion 

•(RaPr) is a number of 

The Nu correlation developed in this note, Eq. (12) with 
5 = 0.143, reproduces not only Gobin and Benard's low-Pr 
data [i.e., as done by Eq. (1)], but also 

(a) Webb and Viskanta's (1986) data 
Beckermann and Viskanta's (1989) data 
The correct scaling trend in the Pr « 1 limit 
The correct scaling trend and in the P r » 1 limit 
The empirical Nu correlation for the Pr S: 1 domain 

The case for using the correlation (12), (13) is supported further 
by the success of Churchill and Chu's (1975) correlation for 
boundary-layer natural convection, and by the tests presented 
here in Figs. 2 and 3. 

It is tempting to extrapolate Eq. (12) to the limit Pr—0, and 
to regard 

(b) 
(c) 

(c) 

Nu = 0.565 (RaPr)1/4, P r - 0 (16) 

as the low-Pr counterpart of the high-Pr asymptote (11). The 
invocation of the Pr—0 limit requires special care in view of 
the recent discovery (Bejan and Lage, 1990) that the transition 
to turbulence occurs at Gr~ 109 for all Prandtl numbers (i.e., 
not at Ra~ 109). By rewriting RaPr as GrPr2 we see that when 
the flow is laminar (Gr< 10 ) and Pr—0, the (RaPr) domain 
covered by Eq. (16) decreases to zero. Said another way, the 
laminar-flow correlation (12) holds for Pr values higher than 
approximately Ra/109, or when Ra does not exceed approxi
mately 109Pr. 

Ra.Pr 
Fig. 2 The agreement between the correlation (12), (13) and the nu
merical low-Pr melting data compiled in Table 1 
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The Critical Time of Transition to Convection-Dominated 
Melting (Pr<l) 

Additional backing for the scale analysis that led to corre
lation (12) is presented in Fig. 3. Plotted on the ordinate is the 
time of transition to convection-dominated melting deduced 
from Gobin and Benard's (1990) Figs. 4 and 6, and Webb and 
Viskanta's (1986) Fig. 10. We determined the ten SteFo values 
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